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Abstract 
Computational analysis techniques are transforming empirical legal 
scholarship. Two paradigms have emerged: law-as-code, which seeks to 
represent legal rules in a logical, executable format; and law-as-data, 
which leverages quantitative analysis of legal texts to reveal patterns 
and insights. This article surveys these approaches, emphasizing recent 
developments in large language models and generative artificial intelli-
gence (AI). Law-as-code systems have enabled applications from tax 
preparation software to smart contracts, but realizing the vision of fully 
computational law has proven challenging. Law-as-data techniques like 
natural language processing and machine learning have charted the se-
mantic relationship between courts and illuminated changes in judicial 
culture. Generative models showcase AI's explosive progress, with im-
pressive feats like passing the U.S. bar example, but they also highlight 
limitations like factual inaccuracy and interpretability issues. Hybrid ap-
proaches integrating computational law, data science, and AI offer a 
promising research direction. As these tools spread, legal scholars can 
analyze more legal data than ever before, but they must remain cogni-
zant of challenges like biased or low-quality data and linguistic/cultural 
limitations. Used judiciously alongside traditional methods, computa-
tional analysis has the potential to revolutionize empirical legal studies. 

 
The integration of computational text analysis techniques into the empirical legal studies 
toolkit has reshaped our understanding of and interaction with the law. By using methods 
from the fields of network analysis, natural language processing, and artificial intelli-
gence/machine learning (AI/ML), legal scholars are able to analyze large digital corpora of 
legal texts to reveal hidden patterns and shed light on the law and legal institutions. With 
these new tools, researchers have charted the history of legal concepts, assessed the impact 
of judicial decisions, and tracked the impact of environmental regulations on economic de-
velopment. 

As computational text analysis becomes an essential tool of analysis, two distinct but in-
terconnected paradigms have emerged: law-as-code and law-as-data. These paradigms rep-
resent contrasting yet complementary approaches to understanding and applying the law. 
Law-as-code reformulates legal rules and principles as executable instructions that can be 
translated into computer code. One goal of this research program is to facilitate the neutral 
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application of law by automating legal processes through the development of computerized 
systems to support legal decision making. On the other hand, law-as-data focuses on har-
nessing the power of big data analysis. This approach focuses on analyzing large datasets of 
digital/digitized legal texts to extract novel insights concerning the law. 

In this article, we explore the use of computational text analysis techniques in the field of 
empirical legal studies, with an emphasis on recent developments based on generative AI 
technologies. We first delve into the law-as-code versus law-as-data distinction introduced in 
Livermore and Rockmore (2019) and provide a survey of existing literature within these two 
research paradigms.1 Next, we will discuss recent developments in generative AI and how 
they relate to current legal practices and scholarships. We then explore potential ways that 
law-as-code techniques could be used to complement law-as-data research. Finally, we will 
conclude by briefly examining the current opportunities and challenges for posed by com-
putational text analysis for the field of empirical legal studies. 

1 Computational Analysis and Law 

1.1 Law as Code 

Since the 1980s, legal scholars and computer scientists have been interested in converting 
legal rules into executable computer code (McCarty and Sridharan 1981; Ashley 1989; Bench-
Capon 1991; Gordon 1993; Governatori 2005; Wyner et al. 2011). This law-as-code approach 
seeks to represent the law as a set of logical rules that a computerized system could process 
and execute. This avenue of research has yielded many practical applications, including 
smart contracts that self-execute legal agreements (Zheng et al. 2020) and tax preparation 
software that guides users through the labyrinth of the United States tax code to file their 
taxes (Soled 1996; Contos et al. 2011). 

Law-as-code is a version of knowledge representation, a branch of AI research that focuses 
on representing expert information in a machine computable format (Hayes-Roth et al. 
1983). Within the field of medicine, a knowledge representation system might encode the 
diagnostic criteria for a large number of ailments that could be automatically cross-refer-
enced against any given patient’s symptoms. A legal knowledge representation system could 
similarly encode some of the information of human legal experts, for example through a set 
of ordered checklists or questions that could be used to generate a simple contract. 

An interesting early example of a law-as-code system was an effort to model a portion of 
the British Nationality Act, the U.K. law that deals with citizenship (Sergot et al. 1986). Legal 
criteria for citizenship can be represented as a series of nested if-then statements, such that 
a computer could convert a set of inputs concerning matters such a length of stay in the 
country, visa status, and so on, to generate an output concerning citizenship eligibility. One 
of the challenges of this type of undertaking is that statutes typically contain vague terms, 
such as “good character” in the Nationality Act. Vague terms grant discretion to executive or 
judicial officials, and their interpretation can be highly nuanced and even subjective, such 
that different official may apply the terms differently. The definition of the term may also 
evolve over time, for example due to the development of caselaw. Accordingly, there may be 
no single authoritative interpretation of the statute, but rather a constellation of potential 
interpretations, based on the local jurisdiction, deciding official, or the year of decision.  

 
 

1 See Frankenreiter and Livermore (2020) and Livermore and Chau (2024) for detailed methodological surveys of 
law-as-data techniques. 
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To address complex and nuanced situations that do not admit of simply binary-style if-
then representations, researchers turned to other sophisticated tools used within the field 
of knowledge representation. One such representation relies on the use of Bayesian net-
works, which are probabilistic models that represent dependencies (edges) between varia-
bles (nodes) using Bayesian probability theory. Another related representation uses models 
of defeasible reasoning, which draws conclusions based on incomplete or uncertain infor-
mation. These conclusions, however, could be revised or rebutted by new evidence or con-
siderations as they emerge. Some of these representations have been applied to law-as-code 
systems, and scholars in the field have paid considerable attention to the question of the 
kinds of “ontologies” that can represent that law and legal reasoning.2 Keppens (2011), for 
example, uses a particular type of Bayesian Network to model evidential reasoning. Keppens 
suggests that it is possible to translate a probabilistic, Bayesian Network representation of 
evidential reasoning to the more formalistic, argument-based approach. This translation 
would, in turn, allow people with relatively little mathematical training to take advantage of 
the benefits of Bayesian inferences. Merigoux et al. (2021) describes Catala, a programming 
language based on defeasible reasoning specifically designed to model statutory text. 

Law-as-code systems have found practical applications as well. The translation of the Ko-
rean Building Act into a computer-executable format and its usage in evaluating building 
permit requirements (Lee et al. 2016) is a form of law-as-code knowledge representation. 
Commentators have also argued that knowledge representation could disrupt the legal pro-
fession, by making legal information more broadly accessible and reducing the relative ad-
vantage of legal experts (Susskind 2013). Knowledge representation systems have indeed 
been proposed as a way to reduce the complexity of government regulation and facilitate 
compliance (Coglianese 2004). To date, the most ambitious visions for law-as-code systems 
have not come to pass, but developments in the field are ongoing, supported by institutions 
such as the Stanford Center for Legal Informatics (CodeX), the Leibniz Center for Law of the 
University of Amsterdam, and the academic journal Artificial Intelligence and Law.  

Most relevant to empirical legal scholars is the contribution of law-as-code research to 
the positive description of the law. Renton (2007), for example, used a Computer Supported 
Argument Visualization tool to visualize two Scottish parliamentary debates and allow inter-
ested stakeholders to determine whether and how various parliamentary issues evolve 
throughout the debates.  Researchers have also used knowledge representation approaches 
to reveal hidden patterns and relationships within evidentiary law (Di Bello and Verheij 2019; 
Hardcastle 2018; Kotsoglou 2019; Prakken 2020). Zhou et al. (2023) created a model to ex-
tract evidence in judgment documents, which could be used to assess the quality of trials.  
Ruggieri et al. (2010) uses a knowledge representation approach to model direct and indirect 
discrimination and then apply this model to find prima facie evidence of discrimination in 
the German credit dataset. 

Empirical legal scholars have also designed knowledge representation systems to study 
the judiciary (Baryse and Sarel 2023; Chen 2019; Costa et al. 2023). Taylor and Mfutso-Bengo 
(2023), for example, built an annotated corpus of Malawi Criminal cases and used this corpus 
to determine the types of criminal cases that were tried by Malawi courts from 2010 to 2019. 
Similarly, Adler et al. (2023) designed an AI system that analyzes a quarter-million court dock-
ets to extract metadata concerning the U.S. courts, making this information more accessible 
to both technical and non-technical end-users.  

 
 

2 For helpful reviews of the law-as-code literature at different points in its history, see Bench-Capon et al. (2012) and 
Rissland et al. (2003). 
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As with any act of translation, there are some challenges to representing law as executa-
ble code. One such challenge relates to the multitude of different legal jurisdictions and lan-
guages. As most popular programming languages are based on the English language (Fe-
dorenko et al. 2019), it could be potentially difficult to represent non-English legal concepts 
within the confine of English-based programming frameworks. In addition to technical chal-
lenges, law-as-code applications could also raise socioethical concerns regarding fairness. 
Liu et al. (2020), for example, notes that smart contracts could be unfair to certain partici-
pants and proposes a framework to analyze smart contract fairness. Addressing these chal-
lenges requires interdisciplinary collaboration between legal scholars, technologists, ethi-
cists, and other stakeholders.  

1.2 Law-as-data 

Law-as-code researchers attempt to create a symbolic representation of the content of the 
law—the law-as-data approach, by contrast, focuses on the translation of legal texts into 
machine-readable data capable of quantitative analysis to determine the content, causes, or 
consequences of legal decisions. Traditionally, this law to data conversion was done manu-
ally, with human coders meticulously reading individual documents and categorizing them 
according to some predefined rubric (Ruger et al. 2004; Law and Zaring 2010). This method 
of law to data conversion, however, is both time and resource intensive. Not only do research 
assistants take time to be onboarded, but they could also produce unreliable and/or biased 
results (Hutchinson and Moran 2005; Glazier et al. 2021). 

As the number of digital legal corpora grew, manual coding shifted towards automated 
means of transforming unstructured digital texts to structured legal data. This transfor-
mation involves a range of choices and trade-offs that differ depending on the research 
question (Livermore and Chau, 2024). To effectively apply computational text analysis tech-
niques, it is thus necessary for scholars to find low-dimensional representations of legal texts 
that still preserve the information required to address research questions. 

One of the more straightforward ways to represent legal documents is to measure their 
lengths. Although this particular representation strips all of the semantic context from the 
texts, it can still provide useful insights into said texts. Differences in lengths could indicate 
a difference in format, writing style, or complexity of the various corpora. Brown (2022), for 
example, studied American state constitutions and found that lengthier constitution tended 
to act as a more effective constraint on future legislatures. Osenga (2011) examined the 
lengths of patent documents and found this variable to be unaffected by year of filing, the 
technological area of the patent, or prosecution time. The author suggests that this relatively 
static patent length is due to an informal incentive structure that encourages patent prose-
cutors to draft claims that follow a highly standardized format. Finally, Bowie et al. (2023) 
used opinion lengths to study British lower courts’ influence on the British Supreme Court. 
The authors found that the length of a lower court’s opinion was positively correlated with 
influence, as measured by the extent to which the British Supreme Court borrowed language 
from the lower court’s opinions.  

To retain more context when translating raw texts into structured data, legal scholars 
could leverage tools using curated dictionaries of terms. A curated dictionary amounts to a 
list of words that are chosen to characterize some feature of a text. Sentiment analysis is an 
example of a tool that uses a curated dictionary. Although there are bespoke sentiment anal-
ysis computer programs, a typical sentiment analysis program usually uses a generic diction-
ary where words such as “bad” or “horrible” would map to a negative number while words 
such as “good” and “pleasant” would map to a positive number. A typical sentiment analysis 
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program would receive a document, break the corpus of text into individual words (or to-
kens), and look up the emotional valence of those words in its curated dictionary. The senti-
ment of a particular passage would then be expressed as a ratio of positive and negative 
terms. 

Empirical legal scholars have used sentiment analysis to analyze judicial opinions (Budziak 
et al. 2019; Busch and Pelc 2019; Carlson et al. 2016; Rice and Zorn 2019). Bryan and 
Ringsmuth (2016) measure the sentiment of U.S. Supreme Court dissents and find that neg-
ative language in dissents positively correlates to media coverage. High public salience—
which could lead to media coverage and may influence the language choices of dissenters—
is one possible pathway that could explain this association. Similarly, Corley and Wedeking 
(2014) use a bespoke dictionary in the Linguistic Inquiry and Word Court (LIWC) tool to meas-
ure “certainty” in U.S. Supreme Court opinions and show that Supreme Court opinion with 
higher levels of certainty tend to be more positively treated by the lower courts in subse-
quent cases.  

An alternative to the curated dictionary approach is to count the appearance of unique 
terms in a document. This computational text analysis approach is referred to as a “bag-of-
words” or term-frequency vector representation. While this representation can provide a 
general impression of the subject matter, it can also yield misleading results. One obvious 
issue is that, because the order of words is ignored, simple bag-of-words representations do 
not capture the significance of negative auxiliary verbs (e.g., “not”). 

Notwithstanding their limitations, bad-of-words models have found many uses in law-as-
data research. In stylometric analysis—which characterizes the writing style of a text rather 
than its contents—term frequency vectors often serve quite well to construct “stylistic fin-
gerprints” that are associated with both individual authors and epochal periods (Carlson et 
al. 2016). This approach has been used to study the U.S. Supreme Court as well as the Euro-
pean Court of Justice (Carlson et al. 2016; Frankenreiter 2019). Different versions of bag-of-
words models have been used to measure the lexical diversity of judicial opinions (Cheruvu 
2019), the linguistic complexity in attorneys’ opening and closing statements (Zubrod et al. 
2020), and the similarity between opinions within the U.S. appellate courts (Hinkle 2016). 

Recently, empirical legal scholars have also begun to integrate AI/ML techniques into their 
computational toolkits. One of the main distinctions within the fields of AI/ML approaches 
that is relevant to empirical legal scholars is the distinction between supervised and unsu-
pervised algorithms. Supervised models are trained on “labeled” datasets, meaning that 
there is an underlying predictive task for which an outcome label is provided. An example of 
a supervised model would be an algorithm that predicts whether a photograph contains a 
cat or a dog, based on an annotated dataset. Unsupervised models are not provided with 
labeled data, and instead are designed to identifying different types of patterns within the 
underlying data, based on the purposes of the model. An example of an unsupervised model 
would be an outlier detector that identifies unusual observations within a dataset, based on 
the general statistical properties of the data. 

One family of unsupervised text analysis model that legal scholars have put to broad use 
are “topic models,” which are designed to automatically identifies latent subject matter cat-
egories within a corpus of documents (Blei 2012; Blei and Lafferty 2007). Law (2018), for ex-
ample, uses topic models to analyze themes within the global discourse on human rights. 
Quinn et al. (2010) applies topic modeling on congressional speeches from 1997 to 2004 to 
determine which issues captured congressional attention during that period. Rice (2019) 
uses topic modeling to investigate how dissenting opinions at the U.S. Supreme Court influ-
enced the majority’s opinions. Livermore et al. (2017) combined a topic model with a 
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classifier to chart the evolution of the relationship between U.S. Supreme Court opinions and 
appellate court opinions over time. 

Scholars have used supervised ML algorithms to categorize legal texts (Daniels and 
Rissland 1997; Gonçalves and Quaresma 2003; Hausladen et al. 2020) and to predict the out-
comes of cases (Aletras et al. 2016; Medvedeva et al. 2020; Varga et al. 2021) or whether a 
case would be cited in a subsequent matter (Schepers et al. 2023). Evans et al. (2007) survey 
articles that use various supervised learning algorithms to categorize the ideological slant of 
briefs submitted in affirmative action cases. Alschner and Charlotin (2021) surveyed several 
supervised ML algorithms that are used to predict the outcomes of cases. 

Recently, legal scholars have also begun to use word-embedding techniques to train su-
pervised learning models for use in computational text analysis. These techniques capture 
the semantic meaning of words by mapping them to vectors of real numbers. In a word em-
bedding, each word is represented as a vector in a continuous vector space. Nyarko and 
Sanga (2022) used a word-embedding model to determine whether 18th- and 21st-century 
English speakers have the same understanding of the word “commerce” and whether judges 
and layperson agree on what “reasonable conduct” means. Rice et al. (2019) use word-em-
bedding techniques to provide evidence of implicit racial bias in U.S. state and federal courts. 
Choi (2024) examines the viability of corpus linguistics for aiding interpretation of legal con-
tracts by using word-embeddings models to estimate the degree of clarity of terms in legal 
texts. Law-as-data research that uses word-embeddings is at the cutting edge of empirical 
legal scholarship. In the coming years, the role of word-embeddings in generative large lan-
guage models (LLMs) is likely to thrust this technique to further prominence in empirical legal 
scholarship. 

2 Generative Models 

The release of ChatGPT by OpenAI in the late 2022 catapulted generative AI to the forefront 
of public imagination. Built on the groundbreaking neural network architecture described in 
Vaswani et al. (2017), ChatGPT is able to engage in human-like conversations with its users 
and produce seemingly new and realistic artifacts that are responsive to individual user’s 
queries (i.e., “prompts”). These responses are, however, not limited to everyday conversa-
tions. In an experiment carried out by Katz et al. (2023), ChatGPT has passed the American 
Uniform Bar Examination (UBE) by a significant margin, scoring in the 90th percentile among 
all UBE bar takers.  

The successes of ChatGPT and other large language models (LLMs) in performing tasks 
for businesses (Cromwell et al. 2023), healthcare (Dave et al. 2023), and law (Perlman 2023) 
has led empirical legal scholars to explore some potential uses for LLMs in legal scholarship. 
Choi (2023), for example, discusses how LLMs could carry out at least some of the tasks cur-
rently assigned to graduate student research assistants (RAs). In one experiment, Choi (2023) 
compared outputs produced by law student RAs to those generated by GPT-4 and found that 
GPT-4 performed just as well as law students in classifying Supreme Court opinions. Because 
RAs are expensive, take time to onboard, and might not produce deterministic results, Choi 
(2023) suggests that LLMs could replace human RAs for some empirical legal tasks.  

Livermore et al. (2024) similarly compared LLMs and non-LLMs outputs for three type of 
legal tasks – classification of legal areas, case comparison, and estimation of the “innovation” 
of legal language – in order to explore the potential use of LLMs within the context of empir-
ical legal studies. In categorizing between the various case types (i.e., administrative, bank-
ruptcy, civil, and criminal law), the GPT-4 model significantly outperformed a topic-model 
based classifier. However, the GPT-3.5, BARD, and GPT-4 models somewhat underperformed 
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the results of a combined topic model- and citation information-based algorithm at a law 
search task. Finally, the authors compared the results of a dynamic topic model described in 
Herron et al. (2024) with those generated by an LLM in Vicinanza et al. (2022:3) and found 
that both approaches revealed that innovative legal language tends to be developed within 
the lower courts, rather than the U.S. Supreme Court. From these comparisons, Livermore 
et al. (2024) conclude that the field of empirical legal studies would benefit when empirical 
legal scholars incorporate both LLMs and non-LLMs techniques in their approach. 

In a large collaboration involving many empirical legal scholars, Guha et al. (2023) con-
structed a legal reasoning benchmark for 162 tasks covering six different types of legal rea-
soning—issue-spotting, rule-recall, rule-application, rule-conclusion, interpretation, and rhe-
torical-understanding—in order to measure the legal reasoning capabilities of LLMs. For 
these legal benchmarks, the authors studied three commercial API-access models – GPT-3.5, 
GPT-4, and Claude-1 – and seventeen open-source models. In evaluating these models’ out-
puts, Guha et al. (2023) use the “exact-match” criteria in Liang et al. (2022) for classification 
tasks. Rule-application tasks, on the other hand, were manually evaluated by coders with the 
help of a grading rubric. 

Overall, Guha et al. (2023) found that the performances of open-source models are com-
parable to their commercial counterparts. The authors also discovered that some models 
are more suited for certain tasks than others. For example, Guha et al. (2023) noted that the 
WizardLM-13B open-source model performed worse than other open-source models on is-
sue-spotting tasks. The same model, however, yielded the best average score for rule-recall 
tasks and the second-best score for rule-conclusion tasks. This suggests that the choice of 
pretraining data, instruction-tuning, and architecture play an important role in a model’s per-
formance for specific tasks. 

One limitation of existing LLMs for empirical legal research is their tendency to halluci-
nate. LLM hallucination is a phenomenon where a model generates text that is factually in-
correct or nonsensical. In the latter half of 2023, for example, news outlets have reported 
several instances of ChatGPT generating fictitious caselaw (Geoghegan 2023; Merken 2023). 
Similar to other types of LLM hallucinations, this type of legal hallucination could be caused 
by a combination of the model having incomplete or noisy training data, receiving vague 
prompts or questions, becoming too tailored to the training dataset (i.e., “overfitting”), or 
lacking real-world context. It is therefore essential for legal scholars to familiarize themselves 
with known methods for minimizing hallucinations (e.g., training LLMs with adversarial ex-
amples designed to cause hallucination, applying post-processing filter to remove incon-
sistent outputs, and incorporating human feedback into the training process). 

In addition to hallucinations, it might be difficult to trust LLM outputs due to interpreta-
bility challenges. While the fundamental mechanics of how information is processed within 
LLMs are well-understood, the complexity of LLM architectures make it highly challenging to 
determine how a specific LLM arrived at a particular conclusion. Indeed, even the simplest 
LLM architecture contains multiple layers of neural networks, making it extremely difficult to 
understand how these models process inputs to generate outputs. The large number of pa-
rameters in LLMs further compounds this interpretability problem. GPT-3, for example, has 
a staggering 175 billion parameters (Brown et al. 2020) while the newest GPT-4 has an esti-
mate of around 1.8 trillion parameters (Schreiner 2023). 

Limited insights into the datasets used to train LLMs could also undermine the level of 
trust in the LLMs’ outputs. While OpenAI researchers divulged that ChatGPT’s training da-
taset consisted of many datasets publicly accessible on the Internet, they did not disclose all 
of their sources (Radford et al. 2018). Understanding the provenance of the dataset is im-
portant, as biased inputs would invariably produce biased outputs (Chau 2022). 
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3 Hybrid Approaches 

At a theoretical level, the law-as-code and law-as-data research programs reflect different 
concepts of the nature of law itself. The law-as-code approach fits more comfortably within 
a formalist jurisprudential paradigm that understands legal rules as abstract principles that 
can be applied in a relatively neutral and deterministic fashion. The law-as-data approach, 
by contrast, is agnostic regarding the formal status of the law and whether, for example, 
there are demonstrably correct answers to legal question. Instead, law-as-data scholars treat 
the law as a social phenomenon that has causes and consequences that can be studied 
through social scientific tools of modeling and empirical analysis. 

Notwithstanding these different theoretical foundations, there is potential value to be 
had in hybridized research that combine insights from the law-as-code and law-as-data ap-
proaches. Even diehard legal realists typically accept that the positive law affects how legal 
questions are constructed, argued, and even decided, and that within some zone of under-
standing, the content of the law (as filtered through widely shared values and interpretive 
practices) is relatively clear. And although some legal formalists might believe that the law 
should aspire toward the kind of neutrality, clarity, and completeness that would lead to 
deterministic outcomes, most recognize that no actual legal system lives up to these aspira-
tions. Accordingly, research that draws from both law-as-data and law-as-code has the po-
tential to offer a more nuanced characterization of the law and legal institutions. 

Zufall et al. (2022) provides an example of how to integrate law-as-code and law-as-data 
approaches. The first step is to model the EU Framework Decision on Hate Speech as a series 
of binary decisions. This is a standard law-as-code representation of a statutory text. The 
authors then use this representation to assist a group of human coders in annotating a da-
taset. With a contemporary LLM, it is possible that this annotation step could be undertaken 
by an LLM, perhaps with some level of supervision by human coders. In Zufall et al. (2022), 
the annotated dataset was then used to train a ML classifier, which could then be used to 
analyze whether new hypothetical scenarios violate the Framework Decision. 

Another example of a potential hybrid approach is found in Dadgostari et al. (2021). That 
project (referred to as LexQuery in Livermore et al. 2021) drew from the law-as-code tradition 
to describe a formal mathematical model of law search, and then, drawing from the law-as-
data tradition, analyzed a corpus of U.S. Supreme Court opinions to parametrize that model. 
The mathematical model was based on a multinetwork in which judicial opinions were linked 
to each other based on citation information as well as semantic similarity, as estimated via a 
topic model. This base model was then combined with a reinforcement learner that was 
trained on the task of predicting the citations in a text from only the topic model represen-
tation of that text. One goal of that combined model was to estimate the relative weight that 
law searchers place on broad coverage of legal issues, versus in depth exploration. The al-
gorithm also effectively asks as a search recommendation system, one that performs rea-
sonably well compared to a baseline of human searchers.  

In addition, LLMs can be understood as a law-as-data approach, inasmuch as, within the 
large datasets used to the train the model, legal information is included, and the text gener-
ated from the models are the results of patterns in legal texts that are implicitly detected by 
the models. The opacity of LLMs and the problem of interpretation that they pose may limit 
their use for legal tasks and empirical legal scholarship. However, it may be possible to inte-
grate LLMs with law-as-code and more traditional law-as-data approaches in ways that draw 
from the relative strengths of these different paradigms. 

One potential hybrid approach engendered by LLMS would be to integrate the formalized 
representation of a legal text with an LLM-based classifier capable of addressing vague 
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terms. Versions of this approach were proposed in Wolfram (2016) and Livermore (2020). 
For example, as discussed above, a classic law-as-code project was to create a formal repre-
sentation of the British Nationality Act, but that effort faced the difficulty of vague terms such 
as “good character.” An LLM-based classifier could, in principle, take as inputs natural lan-
guage descriptions of individual cases and then draw conclusions concerning whether the 
descriptions represented (or not) “good character” according to legal standard. The LLM 
would, in essence, make a prediction concerning how a human decision maker would ap-
proach a particular case. For cases in which human decision makers disagree, the LLM could 
be trained to deliver the most likely human response (in essence the majority answer). For 
these systems to be deployed in practice, it would be necessary for their outputs to be ex-
tensively tested. It may also be necessary to incorporate additional layers of human feedback 
or review in order to fulfill procedural justice requirements (Livermore 2020). 

The LexQuery search system is also an example of a legal model that could potentially be 
improved through integration with an LLM. One possibility would be to use the outputs of 
LexQuery as a training data for the LLM as part of the fine-tuning process. Another would be 
to instruct the LLM to make queries to the law-as-data model and then incorporate the re-
sulting returns within its replies. More ambitiously, an effort could be made to draw lessons 
from the construction of LexQuery to create a generative model that is partially based on a 
semi-structured representation of documents, rather than the raw-text approach used in 
the current generation of LLMs. Research in other areas show that LLM hallucinations can 
be mitigated by such techniques. For example, Agrawal et al. show that knowledge represen-
tation techniques such as knowledge-graph-based augmentation techniques do help in re-
ducing the frequency of LLM hallucinations (Agrawal et al. 2023). 

4 Opportunities and Challenges 

Computational text analysis techniques stand poised to revolutionize empirical legal re-
search. Used properly, scholars could now delegate rote tasks to computerized assistants, 
giving them more time to carefully analyze relevant texts and answer questions previously 
intractable. Researchers, for example, could quickly “read” through large volumes of Su-
preme Court oral argument transcripts to determine if an attorney’s gender plays a role in 
the number of times that the attorney was interrupted (Paxton and Smith 2017). Similarly, 
text analysis techniques could ingest copious amount of data and provide a bird eye’s view, 
yielding novel patterns and insights (Livermore and Rockmore 2019). Olsen and Küçüksu 
(2017) analyzed a large number of decisions rendered by the European Court of Human 
Rights to reveal new insights into the prohibition of discrimination under relevant laws. 

As with any powerful tools, it is necessary to understand their limitations. Sophisticated 
research tools will not compensate for poorly structured research questions or faulty data. 
Because these tools are primarily designed by English speakers to analyze English texts, they 
are not well equipped to handle non-English documents (Dombrowski 2020). Most tools, for 
example, rely on whitespaces to identify the various “words.” However, in Japanese or Chi-
nese, many documents do not use this convention. Thus, a phrase in these languages could 
be erroneously considered as a single word. In addition to being language-specific, these 
computational text analysis techniques could also be designed for a particular domain (Perry 
and Benoit 2017). A tool designed for one field (e.g., transactional law) might produce erro-
neous results for another (e.g., litigation). 

A more prominent problem involves the quantity, quality, and scope of data. The oft-re-
peated phrase “garbage in, garbage out” encapsulates this concept. Biased data could cause 
the tools to produce erroneous result (Chau 2022). Generative AI, for example, often 
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fabricate fictitious text based on the patterns that it learns from incomplete datasets (Siontis 
et al. 2023). Because of this limitation, it is necessary to involve a human in the loop to check 
and appropriately interpret the algorithmically generated outputs. 

Notwithstanding these challenges, computational text analysis techniques are quickly be-
coming indispensable parts of an empirical legal scholar’s toolkit. Used in conjunction with 
traditional legal research methodologies, these techniques promise to open new avenues of 
research that could revolutionize the study of law. 
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