
 

 

  

   
   

     

 
 

 
   

   

      
 

  
 

 
 

  
 

 
 

  
 

 

    
  

   

 
 

 
 

 
 

Pedagogisk reflektion 

Design av AI-drivna praktiker 
för högre utbildning 
Montathar Faraon1, Kari Rönkkö1 & Veronica Granlund2 

1Högskolan Kristianstad, Fakulteten för ekonomi, Avdelningen 
för design; 2Högskolan i Halmstad, Akademin för lärande, 
humaniora och samhälle, Avdelningen för lärande 

Bakgrund 
Artificiell intelligens (AI) väckte stor uppmärksamhet med intro-
duktionen av ChatGPT, som står för Chat Generative Pretrained Trans-
former, en generativ AI-assistent utvecklad av OpenAI (Rudolph et al., 
2023). Denna tjänst lanserades den 30 november 2022 och redan i 
januari 2023 uppnådde den 100 miljoner användare (Chow, 2023). 

Det dröjde inte länge innan nyhetsmedier rapporterade om studenter 
som hade varnats, och även stängts av, för otillåten användning av AI-
tjänster under examinationer (Hellerstedt, 2023; Wallén, 2023). I några 
fall när uppgifter har saknat tydliga instruktioner om plagiat och 
otillåtna hjälpmedel så har studenter blivit godkända på examinationer 
trots att de huvudsakligen använt ChatGPT (Hamdan, 2023). Några 
lärare har reagerat reflexmässigt genom att förbjuda användningen av 
AI-tjänster i undervisningen. Det är dock en strategi som sannolikt är 
dömd att misslyckas. 

Inom akademiska kretsar finns det en oro för att användningen av 
AI-tjänster kan göra det svårare att bedöma äktheten i studenters in-
lämningsuppgifter, särskilt i distansutbildningar. I praktiken råder det 
dock ingen stor skillnad mellan campus- och distansstudenter när det 
gäller användningen av AI-tjänster och digitala verktyg generellt sett. 
Detta beror på att campusstudenter använder samma digitala verktyg 
som distansstudenter, även när de befinner sig på campus och i sina 
studentsamarbeten. Om seminarier eller föreläsningar äger rum på 
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campus, eller på distans via Zoom och Teams, så påverkar det i sig inte 
studenters användande av AI-tjänster. 

För närvarande använder lärare Ouriginal, ett verktyg för plagi-
eringskontroll, på ett framgångsrikt sätt för att upptäcka och förebygga 
plagiering. Rapporter från Ouriginal är erkända i disciplinnämnder och 
har använts för att fatta beslut i ärenden där. Liknande verktyg används 
även med framgång för att kontrollera vetenskapliga texter som 
publiceras i samband med konferenser och tidskrifter. Lärare har efter-
frågat verktyg som liknar Ouriginal för att kunna identifiera AI-
genererat innehåll (texter, illustrationer, bilder, filmer). Aktuell forsk-
ningslitteratur visar att flera verktyg för att identifiera AI-genererat 
innehåll är under utveckling, exempelvis Copyleaks, Compilatio, 
ZeroGPT, Crossplag, Originality (Elkhatat et al., 2023; Lee & Palmer, 
2023). Även om träffsäkerheten i nuläget inte är adekvat i dessa verktyg 
(Weber-Wulff et al., 2023) så är det sannolikt en tidsfråga innan något 
eller flera av dessa accepteras inom högre utbildning på samma sätt som 
Ouriginal i dag. 

Ett arbetssätt som lärare använder redan i dag för att hantera olika typer 
av AI-genererat innehåll är att arbeta formativt och seminariebehandla 
inlämningsuppgifter. Studenter som använder AI-tjänster för att 
generera innehåll kommer sannolikt att finna det utmanande att 
diskutera och argumentera för sitt arbete, särskilt om de inte är väl 
förtrogna med ämnet och kontexten som en frågeställning gäller 
(Persson, 2022). 

Trots att AI nyligen introducerats i högre utbildning finns det redan 
många publikationer med generella riktlinjer att förhålla sig till när det 
gäller hur AI kan användas i undervisning och examination. EU-
kommissionen gav till exempel under oktober 2022 ut riktlinjer för 
etisk användning av AI inom utbildningssektorn (Gabriel, 2023). 
Svenska lärosäten har även publicerat riktlinjer om hur AI kan 
användas inom högre utbildning. Rachel Forsyth vid Lunds universitet 
har gett ut en guide som i fem steg beskriver hur lärare kan börja 
använda AI (Forsyth, 2023) och Anna Söderström vid Linköpings 
universitet har publicerat en vägledning för lärare om användningen av 
AI-tjänster i undervisningen (Söderström, 2023). 
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Utöver dessa generella riktlinjer behöver ämnesspecifika praktiker 
utvecklas och utvärderas för hur AI kan användas i utbildning. Det är 
ett arbete som behöver utföras både inom och mellan olika avdelningar 
med stöd från den lokala ledningen på det aktuella lärosätet. Med 
praktiker menas här anpassning och integration av AI-teknologier samt 
verktyg och metoder i utbildningsaktiviteter i syfte att utveckla 
undervisning, bedömning och läranderesultat. Även om det också är 
viktigt att ta hänsyn till etiska överväganden, integritetsfrågor och 
bristen på transparens av algoritmer när man integrerar AI i högre 
utbildning så ligger dessa aspekter utanför ramen för detta bidrag. 
Syftet med detta bidrag är att belysa både utmaningarna och möjlig-
heterna med AI, samt att lägga grunden för en diskussion om hur 
ämnesspecifika AI-praktiker kan utvecklas inom högre utbildning. 

Utmaningar och möjligheter med AI 
Generativa AI-tjänster, såsom ChatGPT, förutspås transformera både 
undervisning och lärande inom högre utbildning (Rudolph et al., 2023). 
Studenter behöver kunskap inom AI för att utveckla sitt kritiska 
tänkande och sina digitala kompetenser. Det kan i sin tur stärka deras 
konkurrenskraft på arbetsmarknaden. Dock medför användningen av 
AI bland studenter flera utmaningar, till exempel akademisk oredlighet, 
minskat studentengagemang och brist på strategier för lärare att 
integrera AI i undervisningen. 

Akademisk oredlighet har alltid funnits bland en minoritet av studenter 
och detta bör inte hindra lärare från att utnyttja AI:s potentiella fördelar. 
Det är viktigt att lärare ger studenter tydliga instruktioner att kritiskt 
reflektera över varför och hur de använder AI, samt vilka verktyg 
som är lämpliga, för att förhindra oavsiktligt plagiat (Burkhard, 
2022; Hellerstedt, 2023). Även om lärare spelar en avgörande roll 
i att integrera AI-drivna praktiker i utbildningen, kan AI också leda 
till minskad social interaktion mellan lärare och studenter. Det kan 
hända när studenter vänder sig till AI för stöd i stället för till lärare. 

Om AI ersätter det stöd i lärprocessen som vanligtvis tillgodosetts 
genom interaktion med lärare, kan det leda till känslor av isolering 
bland studenter (Panesar et al., 2020). Det kan i värsta fall leda till att 
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studenter inte deltar aktivt i lärandeprocessen, utan i stället förlitar sig 
på AI för att klara sin utbildning. Därför bör AI användas som ett 
komplement till, snarare än en ersättning för, befintliga akademiska 
metoder. Det finns också en risk att ett överdrivet beroende av AI kan 
flytta studenters fokus från lärandet till teknikanvändningen. Detta kan 
begränsa deras förmåga att reflektera kritiskt över det innehåll som 
AI genererar (Panesar et al., 2020). 

En annan utmaning med AI gäller vem som kommer att forma 
framtiden för högre utbildning: kommer det att vara affärsdrivna 
företag som Google, Meta och Microsoft eller själva utbildnings-
institutionerna (Popenici & Kerr, 2017)? Om lärare och studenter inte 
inkluderas i designprocessen för AI-baserade utbildningslösningar, kan 
det resultera i missnöje bland båda grupperna (Ifenthaler & Yau, 2019). 
Sådant missnöje har redan observerats bland användare av befintliga 
lärplattformar som till exempel Canvas, Blackboard och Moodle 
(Ross, 2019). 

Det är med andra ord inte helt enkelt att förstå hur AI-drivna praktiker 
kan designas och på ett målmedvetet sätt integreras i undervisningen. 
Det behövs därför ett centralt stöd på lärosätena där ledningen skapar 
förutsättningar till fortbildning om AI:s möjligheter och utmaningar 
(Luan et al., 2020). Stödet kan vara i form av kurser som är specifikt 
inriktade mot AI, finansiering av tillgång till AI-tjänster och verktyg 
samt erbjudande om praktiska workshoppar ledda av erfarna kollegor 
(Wang & Cheng, 2021). 

Användningen av AI har potential att minska arbetsbelastningen för 
lärare (Zawacki-Richter et al., 2019) samt öka studenters motivation i 
lärandeprocessen (Pataranutaporn et al., 2022). För att designa 
effektiva AI-drivna praktiker och utforma framtida pedagogiska 
aktiviteter som gynnar både lärare och studenter kan ramverket Blooms 
digitala taxonomi användas. Till skillnad från tidigare versioner har den 
digitala taxonomin visat sig vara användbar för att ge lärare en praktisk 
förståelse för hur de kan använda digitala verktyg för att underlätta och 
förstärka lärande. 
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AI-driven praktik med Blooms digitala taxonomi 
Blooms taxonomi, med dess sex hierarkiska nivåer av kognitiva 
färdigheter, är ett väl etablerat ramverk för att kategorisera utbildnings-
mål och läranderesultat (Bloom, 1956). Under 2001 reviderades 
Blooms taxonomi där den omdefinierades och utökades för att betona 
vikten av metakognition. Man ersatte substantiven som representerade 
de kognitiva nivåerna i den ursprungliga taxonomin med verb för att 
främja skapandet och tillämpningen av kunskap, exempelvis ersattes 
analys med att analysera (Anderson & Krathwohl, 2001). De första två 
nivåerna, det vill säga minnas och förstå, klassificeras som kognitiva 
färdigheter av lägre ordning (eng. lower-order thinking skills, LOTS). 
De resterande fyra nivåerna, det vill säga tillämpa, analysera, värdera 
och skapa, kategoriseras som kognitiva färdigheter av högre ordning 
(eng. higher-order thinking skills, HOTS) (Meda & Swart, 2018). 

Mot bakgrund av den växande användningen av digital teknik inom 
utbildning har det föreslagits en digital taxonomi för att komplettera 
Blooms reviderade taxonomi. Blooms digitala taxonomi innehåller 
samma sex nivåer av kognitiva färdigheter, men utvidgar den 
reviderade taxonomin genom att erbjuda vägledning för hur digital 
teknik kan användas för att stödja lärandet på varje nivå i 
inlärningsprocessen (Churches, 2009). Användningen av Blooms 
digitala taxonomi för att integrera digitala verktyg i inlärnings-
aktiviteter skulle kunna underlätta undervisning, lärande och 
bedömningsprocesser (Amin & Mirza, 2020). 

Blooms digitala taxonomi kan också ge lärare vägledning för att 
implementera och tillämpa AI-tjänster i undervisningen i syfte att 
stödja kognitiva färdigheter av lägre och högre ordning. Till exempel 
kan AI-tjänster stödja studenter i uppgifter som involverar lägre 
ordningens kognitiva färdigheter, som att söka information i uppgifter 
(Coşgun Ögeyik, 2022). Genom att använda AI-tjänster för att under-
lätta kognitiva färdigheter av lägre ordning kan studenter ägna mer 
energi åt komplexa och konceptuella uppgifter. Detta kan i sin tur leda 
till utveckling av kognitiva färdigheter av högre ordning som att 
tillämpa, analysera, värdera och skapa. Detta väcker frågan om vilka 
specifika AI-tjänster som kan tillämpas på de olika kunskapsnivåerna i 
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Blooms digitala taxonomi för att utveckla ämnesspecifika AI-praktiker 
inom högre utbildning. 

Nästa steg för utbildningar, och mer specifikt för lärare, är att identifiera 
AI-praktiker för var och en av nivåerna i Blooms digitala taxonomi vad 
gäller HOTS och LOTS. Varje praktik bör innehålla nyckelord som 
tydligt beskriver kärnan av vilka behov som AI-tjänster kan bidra till 
att möta. För detta ändamål kan databaser som är sökbara via nyckelord 
över utvalda AI-tjänster hjälpa lärare att identifiera vilka av dessa som 
passar bäst för varje nivå i Blooms digitala taxonomi. Genom att välja 
AI-tjänster som fokuserar på specifika färdigheter, exempelvis 
litteratursökning, programmering och prototyputveckling, så kan man 
koppla ihop de funktioner som tjänsterna erbjuder med önskade 
färdigheter enligt Blooms digitala taxonomi. Slutligen är det också 
viktigt med beskrivande exempel på hur användningen av AI-tjänster 
kan se ut i förhållande till olika ämnesområden. Det behövs praktiska 
exempel som kan illustrera hur olikheterna i ämnenas utmaningar och 
behov i sig påverkar hur AI-tjänsterna till slut kommer att appliceras. 

Notering: Författarna har använt ChatGPT för att generera förslag på 
struktur, meningsuppbyggnad och språk till denna artikel. 
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