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Viéra teser dr att anvdndning av artificiell intelligens (Al) redan é&r
utbredd bland studenter och lararpersonal och snart kommer genomsyra
all verksamhet. Al kommer ocksé pdverka vad vi betraktar som en god
prestation, vad vi betraktar som sjdlvstidndighet, hur vi ser pd forfattar-
skap och mycket annat. Men dér ar vi inte dn. Al kommer dartill att fa
betydelse for vad vi uppfattar som valida, sdkra och rittssikra
examinationer. Vi riktar oss framst till larare 1 hogre utbildning 1 vart
bidrag nir vi funderar 6ver denna utveckling. Var forhoppning ar att
bidraget kan anvédndas 1 arbetslag eller andra sammanhang for att stodja
en reflektion kring Al.

Al-utvecklingen uppfattas av ménga som ett nytt kvalitativt steg 1 vér
moderna samhillsutveckling, ett tekniksprdng. Vi betraktar darfor Al
som en invasiv artefakt. Vart ordval implicerar att tekniken skapats av
ménniskor och att den har egenskaper som gor att den kommer att
tringa in 1 alla verksamheter. Oavsett avsikterna bakom designen av
enskilda verktyg sa maste anvéndare skapa ny mening kring den nér
den anvinds 1 olika kontexter. I utbildningsvésendet blir utmaningarna
stora, nér ett verktyg med manga mdjliga anvindningsomraden och

! Denna text dr en reflektionstext och terspeglar en tankeprocess vi befinner oss
i. Det innebdr att vi tar oss vissa friheter, framfor allt nir det géller attribuering,
nagot vi tycker behdver papekas med tanke pa d&mnet for var text. Vi ber ldsare ha
overseende med detta.
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som stdds av artificiell intelligens, pa kort tid stéller fragor till oss.
Fragor om var undervisning, hur vi utformar den och hur vi ska kunna
bedoma studenternas prestationer.

I det hir bidraget skall vi ndrma oss relationen artificiell intelligens och
rattssdker examination. Vi kommer att argumentera for att det kanske
inte dr den mest avgoérande utmaningen hogre utbildning star infér men
en utmaning som far stor uppmérksamhet. Det vi betraktar som rétts-
sdkerhet vid examination idag kan komma att behdva omformuleras om
inte professionellas anvindning och studenters vardagsanvdndning
skall hamna i direkt motséttning till hur vi utbildar och vad vi tillater
vid examination. For att né vart mal skall vi forsoka illustrera problem
som kan uppstd beroende pa hur vi konstruerar relationen artificiell
intelligens och examinationer.

Ett tekniksprang?

Utbildningsvasendet har av ménga uppfattats som teknikfientligt. Larry
Cuban (1986; 2001) har formulerat det som att forsok att implementera
teknik stoter pa patrull om larare inte blir Overtygade om att tekniken
tillfor ndgot vésentligt. Larare dr inte teknikfientliga men ibland
mojligen eftersidntrare om vi applicerar Everett Rogers (1962/2010)
begreppsapparat. Deras forsiktighet rimmar vidl med uppgiften att
forhélla sig kritiska och problematiserande dven nér trycket pd dem fran
intressenter ar stort. En sddan forsiktighet kan uppfattas som negativ av
politiska aktorer. Det anses ndmligen viktigt att Sverige ligger 1
framkanten vad géller teknisk utveckling. Politiska utredningar
utrycker uppfattningen att utbildningsvidsendet har en avgorande
betydelse for samhillets formaga att klara tekniska spréng (SOU
1994:118; Prop. 1995/96:125; Regeringskansliet, 2018). Om ldrare kan
betraktas som eftersléntrare eller ej beror bland annat pd vad som
uppfattas som teknik. Var utgdngspunkt &r att man i hogre utbildning
alltid utnyttjar savél materiell teknik som mjukvara, teoretiska och
metodologiska modeller och inte minst d4 metoder for att genomfora
examinationer. Detta torde vara en truism.

En reflektiv hallning har sina podnger. For visst paverkar tekniken! Vi
har sedan manga ér varit involverade i kurser dér studenter skriver ett
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s.k. sjdlvstindigt arbete, som kursledare, ldrare, handledare och
examinatorer. Forskning och 1 forldngningen det sjdlvstindiga arbetet
innehaller manga moment dér vi pastar att vi idag maste anvédnda
teknikstod om arbetet skall fa tillrackligt hog kvalitet men ocksa for att
vissa moment kréver teknikstod. I vart reflektionsinldgg anvénder vi
begreppet teknik om materiell teknik, men ocksa om programvara och
tillvigagangsdtt. En pilotstudie av studenters teknikanvdndning i
sjalvstidndiga arbeten (Nilsson, 2010) fran Hogskolan Kristianstad kan
tjdna som illustration. Studenterna utnyttjade olika tekniker (tillvdga-
gangssitt) for att skapa argument for relevans. De utnyttjade teknik
(mjukvara) for att genomfora sin kunskapsoversikt. De anvinde teknik
(materiell) for att samla in material och naturligtvis mjukvara for olika
moment vid fardigstillandet av arbetet som till exempel vid sprak-
kontroll. De som genomforde kvantitativa analyser utnyttjade ibland
digitalt analysstod. De som genomforde kvalitativa analyser arbetade
istdllet med lappar, fargpennor och andra tekniker. Teknik i denna vida
mening var allestddes ndrvarande som stodstruktur.

Hur kan Al paverka utbildning?

Det innebér betydande svérigheter att definiera vad Al dr. Vér avsikt
hir &r inte att g8 in 1 en sddan debatt utan istéllet att sla fast att former
som karakteriserats som Al har funnits med oss ldnge i utbildnings-
vésendet och ofta dr inbdddade pa ett sdtt som gor att anvéndare inte
mérker dessa. Wayne Holmes, Maya Bialik och Charles Fadel (2019)
ger en god sammanfattning av utvecklingen. Redan 1 bérjan av 1900-
talet fick studenter arbeta med instruktioner som foljdes av flervals-
frégor. Baserat pa svaret styrdes de till en ny instruktion. Vi har bdda
fatt arbeta med sadan teknik under var hégstadie- och gymnasietid pa
1960- och 1970 talet (till exempel IMU-matematik). Som studenter
utsattes vi for en form av lotsning dér var sjilvstdndighet var minimal
men inte heller ett mal.

Idag ser det annorlunda ut. Den digitala tekniken och pé senare tid
artificiell intelligens (AI) har natt utbildningsvésendet pd bred front.
Om vi skulle upprepa Nilssons studie fran 2010 ar 2030 ar vi
overtygade om att vi skulle se studenter som anvénder idégeneratorer
for att identifiera och applikationer for brainstorming for att avgrénsa
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forskningsproblem. Kraven kommer att 6ka och det kommer att vara
svart att genomfora kunskapsoversikter utan stod av applikationer som
AsReview eller SciSpace som kan samla och organisera forskning
utifrAn resultat, teori, metod, relevans och andra tema. Studenter
kommer sdkert dra nytta av ldsstdd (Enago Read), intervjustod
(InterviewAl), och stdod for grovtranskription (Microsoft). Listan pa
arbetsuppgifter och applikationer som kan stodjas av Al kommer att
bli lang.

Exemplen ovan utgdr frdn forskningsliknande uppgifter men
naturligtvis kommer Al att finnas ocksa for professionsspecifika
uppgifter. Darfor kommer ldrare att behdva ta upp Al som innehall i
utbildningen men ocksé anvinda Al for att genomfora utbildning. I den
bésta av vérldar skoter Al fotarbetet och den tid studenter och ldrare
sparar anviander de for att oka kvaliteten i sina kursuppldgg och
studieprestationer, men kanske foder den bara nya arbetsuppgifter’.
Lérare kan utnyttja tekniken for att fa forslag till upplidgg av
undervisningsmoment. Handledare och examinatorer kan utnyttja Al-
stodda verktyg for att bedoma uppsatser. Det kunskapsfilt som ofta
bendmns Artificial Intelligence in Education (AIEd) ger gott om
exempel pa tillimpningsomraden’.

Avgorande for utvecklingen blir férmodligen hur vi uppfattar teknik;
om vi tar den for given och later den bestimma eller aktivt anpassar den
till var kontext*. Vi framhaller ett kritiskt och problematiserande for-

2 For en diskussion av tidsbesparingar och tid se till exempel Hartmut Rosas
(2013) bok Social acceleration: A new theory of modernity.

3 Oversikter av Chen m.fl. (2020), Chiu m.fl. (2023), Holmes m.fl. (2019)
presenterar omraden dér Al anvénds for utbildning som t.ex. adaptive learning,
artificial neural networks, automated grading, computer aided instruction,
discourse analysis in computer-supported collaborative learning, educational data
mining for performance prediction, educational robots for Al education,
intelligent tutoring, machine learning.

4 For en diskussion av teknikens roll se bland annat Martin Heidegger (1954) som
befarar att modern teknik kan reducera méanniskor och natur till medel for olika
andamaél, Jacques Ellul (1962) och Langdon Winner (1980) som befarar att
tekniken kan verkstilla den sérskilda politik den designats utifrén och forfattare
inom Social Technology Studies (Joerges, 1999; Bijker Hughes & Pinch, 1987)
som ser teknik som négot vi skapar mening kring i anvéndningskontexter.
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héllningssdtt som en dygd, men har inte svart att forestélla oss en
framtid dar vi later vart kontrollbehov bestimma och Al-anvindning
forbjuds. Vi kan ocksa forestélla oss en framtid dér sprakundervisning
stdds av Al-baserade applikationer som Pimsleur, Duolingo, Anki-
droid, Drops och LingQ som ger stora mdjligheter till spraktrédning
mellan lektioner. Det &r déarfor viktigt att framhélla att inom utbild-
ningsvasendet star vi infor betydelsefulla beslut om gransdragningar for
vad som skall vara lampligt i olika delar av verksamheten.

Vad édr da ChatGPT, den tjanst som fatt mest uppmérksamhet?
Generatorn beskrivs av Open Al (2022) som ett forsok att trdna en
spraktjénst (Large Language Model (LLM)) som arbetar med dialog
med an-védndare sd att den kan hantera foljdfragor, erkédnna misstag,
utmana felaktiga premisser och avvisa felaktiga inmatningar. ChatGPT
och andra spréktjinster dr ofta motorn i den typ av applikationer vi
ndmnt som viktiga att utbilda studenter att anvéinda och forstd. Nagot
tycks emellertid skilja sddana tjanster fran den Al som redan tidigare
har anvints i utbildning. Detta nagot oroar larare och handlar i hog grad
om hur examinationer paverkas.

Det forefaller som ett rimligt antagande att en tjdnst som kan generera
detaljerade svar pa tentamensfragor maste paverka hur vi examinerar.
Det for oss in pa temanumrets andra tema — rittssdkra examinationer.
Teknik kan utvecklas direkt for fusk sa som varit fallet nar foretag
utvecklat sma séndare for att fuska pa hogskoleprovet. Det dr inte syftet
med de applikationer vi presenterat ovan men de kan anvéndas sa.

Darfor ér det viktigt att komma ihag att historien visar att teknik som
forst varit otillaten med tiden kommit att bli sjdlvklara hjalpmedel som
formelsamlingar, kalkylatorer och mycket annat (Nilsson, 2015). Vad
som raknas som fusk fordndras. Hur kommer ChatGPT/AI att forédndra
vér syn pa hur vi skall examinera?
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Vad ar rattssaker examination?

Det finns ménga krav att stéilla pi examination. Ar den rittvis’? Ar den
tillforlitlig? Ar den siker? Hur paverkar den studenters lirande? Hir
skall vi begrénsa oss till validitet, sdkerhet och rittssikerhet. Begreppen
adresserar olika krav pa examination. Raittssdkerhet refererar till
juridiska aspekter av examination, inte till huruvida examinationerna ar
sdkra (omdjliga att fuska pd) eller valida (méter rétt saker).

I UKA:s Rittssiiker examination slds fast att begreppet rittssiikerhet
kan definieras pd minga sitt men att det kan vara lampligt att tala om
“forutsdgbarhet 1 réttsliga angeldgenheter” (Hjervik, 2020, s. 14) nér
det géller studenters rittssidkerhet. Eftersom det tycks ha blivit en trend
att be ChatGPT att bli medforfattare eller &tminstone yttra sig sa bad vi
om en definition av rdttssdker examination”. Vi stillde fragan pd
svenska och fick svaret:

Rattssdker examination refererar till en examination eller
beddmning inom utbildningssystemet som genomfors pa ett
satt som védrnar om och sékerstiller réittssdkerheten for de
individer som genomgar bedomningen. Rittssdkerhet i detta
sammanhang innebdr att det finns tydliga och réattvisa
processer och att individer behandlas pa ett objektivt och
likvirdigt sitt.°

5 Vi nidmner rittvisa eftersom vi menar att denna aspekt ofta bortses ifrén vid
examinationsdesign samtidigt som det bor vara latt att forstd att studenter med god
tillgéng till och god Al-kompetens bor ha fordelar vid examination. Isabel Nisbet
och Stuart Shaw (2020) problematiserar vad det innebédr att ge réttvisa
examinationer bland annat med utgéngspunkt i lika mojligheter att visa sina
kunskaper, hur studenter kan dra nytta av den feedback som examinationen ger,
att lika fall behandlas lika, men ocksa pa institutionell niva att den beloning
studenter fir i termer av podng motsvarar prestationen eller hur kvaliteten i
beddmning péaverkar institutionens rykte.

® Regler for att referera ChatGPT &r minst sagt sndriga (McAdoo, 2023; Cope,
2023; MLA, 2023; The Chicago Manual of Style, 2023). Eftersom ChatGPT inte
ar en forfattare enligt COPE sa sitter vi inte ut kéllan utan tar i stéllet pa oss
ansvaret for hur Al-genererad text hanteras.
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ChatGPT lagger tyngdpunkten pd individers rétt till forutsdgbarhet 1
rittsliga angeldgenheter precis som Hjervik (2020). Det framgar med
tydlighet att réttssikerhet handlar om sadant som att examinations-
former skall f6lja kursplanen, att larandemél som beddéms kan hdamtas
fran Overordnad reglering som till exempel hogskolelagen och inte
enbart fran kursplaner, att vissa gynnande betygsbeslut kan dndras och
mycket annat.

Det finns alltsd uppenbara behov av att granska hur Al kan paverka
rattssdkerheten vid examination. Men var uppfattning &ar att juridi-
fiering inte far vinda fokus frdn andra centrala utmaningar, som vart
behov att skapa examinationer som studenter inte kan fuska pa (sékra
examinationer) och inte heller fran att skapa examinationer som méiter
ratt saker (validitet) pa ett tillforlitligt sétt (reliabilitet). Det finns behov
av bedomningsforskning som satter Al ocksa i ett sadant perspektiv.

En orosdiskurs om Al och examination

Réttssdkerhet kan handla om att det skall vara forutsdgbart hur forsok
att vilseleda om studieprestationer hanteras. Av Hogskoleforord-
ningens (SFS 1993:100) 10 kap. 1 § 1 mom. framgér att disciplindra
atgirder far vidtas mot studenter som “med otilldtna hjdlpmedel eller
pa annat sitt forsoker vilseleda vid prov eller nér en studieprestation
annars ska bedomas”. Det bor slés fast att lagen reglerar vilseledande.
Det ér inte forbjudet att ha med sig anteckningar om det inte framgér
av instruktionen att de dr otillitna hjalpmedel. Det &dr inte heller
forbjudet att dteranvidnda andras texter om det inte framgar att detta sétt
att 16sa uppgifter inte ar tillatet. Detta giller ocksa for hur Al anvénds.
Eftersom examinationer har manga former och Al kan vara manga olika
saker talar det mesta for att réttssdkerhet bést astadkoms genom
uppgiftsdesign och hur instruktioner utformas for den enskilda
examinationen.

Ett sétt att ndrma sig relationen Al och examination dr att granska hur
samtalet utvecklats 1 Sverige efter att non-profit organisationen OpenAl
sldppte version 3.5 av sin textgenerator ChatGPT 30 november 2022.
Som startpunkt véljer vi ndr Johan Leitet och Fredrik Ahlgren (2022)
vid Linnéuniversitetet sldppte en fOrsta video efter att ha testat
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ChatGPT 3.5. Videon ledde genast till en debatt 1 diskussionsgruppen
Hogskoleldckan pa Facebook. Den debatt som foljer 1 Hogskoleldckan
for tankarna till begreppet negativity bias som John Tierney och Roy F
Baumeister (2019) introducerade for att forklara varfor méanniskor har
en tendens att reagera starkare péd daliga hindelser 4n péd goda och 1 vart
exempel pa riskerna med artificiell intelligens snarare 4n mojligheterna.
Den inledande diskussionen kom 1 hog grad att préaglas av oro for forsok
till vilseledande eller fusk som det kallas 1 dagligt tal. Medlemmar
testade och fann att ChatGPT kunde generera texter som skulle halla
som svar pa tentamensfragor. Frigor foljde. Kan examinationer sikras
mot artificiell intelligens? Gér det att ha hemtentamen i framtiden? Ar
det dags att ga tillbaka till salstentamen och muntlig tentamen? Det &r
alltsd siikerhet som kommenteras i forsta hand inte rittssikerhet’.

I sitt teoretiska verk Folk Devils and Moral Panics slér Stanley Cohen
(1972) fast att samhéllen d& och dé drabbas av perioder av moralpanik.
Det dr perioder dd nagot lyfts fram och definieras som ett hot mot
sociala virden och intressen, ofta med negativa effekter for detta nagot.
Den mest omedelbara och bestindiga reaktionen 1 universitetsvérlden
tycks vara att vi inte ldngre kan sdkra examinationer eftersom studenter
enkelt kan generera fardiga svar pa frdgor och att vissa examinations-
former borde forbjudas eftersom de inte (langre) dr sdkra. Fragan &r om
vi ndgonsin haft sikra examinationer®. Lirare rapporterade att de métt
fall med missténkta texter och studenter rapporterade att de fuskat med
hjilp av Al Dartill rapporterade ldrare att de fitt in texter fran studenter
med ChatGPT som referens, ndgot som de inte kénde sig sékra pé hur
de skulle forhalla sig till. Det har lett till att studenter anmélts for forsok
till vilseledande. I de fall ddr de erkdnt att de latit ChatGPT losa
tentamensuppgiften forefaller det som vanligt att disciplinndmnder
faller studenter och stinger av dem. Det dr kanske tveksamt om

7 Det forefaller inte osannolikt att dagens diskussion paverkats av ett nyvaknat
medialt intresse dér bloggposter som Bjorn Lundbergs (2022) Jag har sett vad Al
kan gora och det &r dags att bli rddd” och artiklar som Linus Larssons (2019) "En
artificiell intelligens som skriver romaner skrammer mer &n mdrdarrobotar” i DN
trendade.

8 Ett intressant exempel pa svérigheter med en sddan ambition finns hos Dows
(2005).
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reaktionen pd ChatGPT lever upp till definitionen av moralpanik, men
det dr uppenbart att lanseringen bidragit till en diskussion om hur den
hir sortens applikationer hotar sdkerheten i examinationer och pé sa satt
uppréttar en speciell relation.

Effekter av orosdiskursen

Orosdiskursen handlar i forsta hand om sdkra examinationer och inte
rittssékerhet 1 den mening vi presenterat tidigare. Vad som diskuteras
ar inte hur vi forsdkrar oss om att hogskolelag, hogskoleférordning,
examensordningar och kursplaner utformas och f6ljs och att studenter
kan forutse vilka rattsliga konsekvenser som foljer av deras Al-an-
viandning. Trots det verkar det som om orosdiskursen kring relationen
Al och sdkra examinationer har fatt effekter som har betydelse for
studenters rattssakerhet.

Reglering kan leda till minskad réttssdkerhet. Nér oro for sdkerhet leder
till forbud mot att anvinda Al riskerar studenter att avstingas frén
utbildning. I de fall dér studenter Overklagar faststiller domstolarna
som regel disciplinndmndernas beslut utan att forbuden problemati-
seras. Exempelvis avslar Forvaltningsritten 1 Véaxjo (dom 2023-06-06 1
mal nr 1998-23) ett dverklagande dar studenten hivdar att den inte
anvint sig av Al. Domstolen faster ingen tilltro till studentens redo-
gorelse men féster ddremot tilltro till den jdmforelseapplikation
som konstaterat att utslaget “ger en indikation pa 83-95 procents
sannolikhet att texten &r skriven av AI”. Noterbart dr att forskning visar
att denna typ av jimforelseprogram fortfarande ir otillforlitliga’.

I ett annat mal faststiller Kammarritten i Goteborg (dom 2023-07-14 1
mal nr 4285-23) ett beslut fran forvaltningsrétten i Goteborg att fria en
student trots att den erkénner att textavsnitt den anvint genererats med

? Fore 2023 var det ovanligt att utvérderingar av tjénster som lovade att avgora
om en text var Al-genererad eller ej gav positiva resultat. I studien Testing of
detection tools for Al-generated text frdn 2023 Debora Weber-Wulff och hennes
kollegor med 14ng erfarenhet av saddana tester slutsatsen att de 12 tjénster de
testat varken dr tréffsékra eller palitliga. Det finns emellertid gott om artiklar
fran utvecklingsprojekt som lovar bade traffsikerhet och tillforlitlighet.
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hjilp av ChatGPT. Regler vid lirosétet tilldter hjalpmedel om dessa inte
explicit forbjuds 1 kursplaner och enligt utredningen har inte studenten
gjort gillande att den forfattat den ChatGPT genererade delen av
resultat och analys. Ett problem ar att det forekommer falska referenser
men domstolen beddmer att studenten inte har varit medveten om att
sédana kan uppstd nar ChatGPT genererar text. Studenten anses ddrmed
inte haft uppsat att vilseleda.

Det finns goda skal till att det endast dr vilseledande, och inte sérskilt
namngivna praktiker som till exempel plagiat, som regleras 1 hogskole-
forordningen. Vad som kan betraktas som vilseledande maste be-
stimmas for den enskilda examinationen. Betydelsen av en Oppen
formulering framgar tydligt nér vi talar om en teknik som Al dar det
inte dr sdkert att vi vet att den forekommer i den programvara vi
anvénder. Det har foranlett Committee on Publication Ethics (COPE)
att konstatera att Al inte dr en forfattare och vilka konsekvenser det bor
fa for forskare:

Authors who use Al tools in the writing of a manuscript,
production of images or graphical elements of the paper, or in
the collection and analysis of data, must be transparent in
disclosing in the Materials and Methods (or similar section) of
the paper how the Al tool was used and which tool was used.
Authors are fully responsible for the content of their
manuscript, even those parts produced by an Al tool, and are
thus liable for any breach of publication ethics. (COPE, 2023)

Texten riktas till forskare men innebdr att vi behdver fundera over
vilken plats Al har i examinationer och hur vi skall forstd vad en
studieprestation dr. Kan vi tilldta en teknik i examinationer dér vi inte
kan faststidlla vem som ligger bakom studieprestationen? ChatGPT
svarar till exempel att hemtentamina kan vara oldmpliga (Berglund,
2022). Det dr en rimlig reservation nidr ChatGPT kan besvara vissa
frégor pa ett satt som skulle ge podng. En invindning skulle vara att det
kan studenten med hjdlp av information fran Wikipedia ocksd. Den
vilseledande handlingen dr samma. Skillnaden ligger i1 att den ena
texten kan identifieras av textjimforelsetjdnster. ChatGPTs text &r
slumpad, inte forfattad. Det finns alltsd ingen text att referera till. Ar
samma resonemang tilldimpligt pd salstentamen dir studenten skall visa
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att den kan svara péd en fradga? Studenten stéller fragor fran tidigare
tentamenstillféllen till ChatGPT och memorerar svaret. Har det ndgon
betydelse om svaret dr hdmtat frén en bok, gamla tentor eller ChatGPT
for bedomningen?

Varifran svaren kommer blir 1 framtiden formodligen svért att avgora.
Innebér det att hemexaminationer blir oldmpliga? Eller innebér det bara
att om studenten inte ger det stod for texten 1 form av referenser till
utvecklade resonemang som forvintas vid akademiskt skrivande sé
saknas fOrutsdttningar for att hen ska bli godkdnd. Akademiskt
skrivande dr en form av interaktion dér studenten forvéntas interagera
med tidigare forskning. Hér finns ett problem. Matusov m. fl. (2023)
som testat att anvdnda ChatGPT som dialogpartner ar kritiska mot en
kategorisering av ChatGPT som en riktig dialogpartner. ChatGPT
saknar en historisk kropp och saknar ddrmed helt enkelt mycket av det
som kdnnetecknar akademisk dialog som historia, emergens, kultur,
moral, subjektivitet och si vidare. Det innebdr emellertid inte att det
saknas lagt hdngande frukter fran den och liknande Al-applikationer
som ratt utnyttjade kan bidra till forbittrad utbildning och béttre
examinationer, men naturligtvis ocksd kan hjdlpa studenter att fa
16sningar pa examinationsuppgifter serverade'’.

Vilseledande - ett standigt hot mot bedémning

Vi avfirdar inte rddslan for att Al kan anvdndas for fusk men
konstaterar att det 4r en gammal sanning att studenter fuskar''. Det ir

10'vi kan hir inte gé in pa fragan om vilken slags aktér ChatGPT ér, utan bara sla
fast att en sddan forstéelse kan vara avgorande. Applikationen saknar medvetande
och dess statistiska manipulationer skulle snarare kunna liknas vid en
representation av ménskligt medvetande som medieras genom datorkod; en
kategorisering av Al som redan Searl (1980) foreslog for ett halvt sekel sedan.
Noam Chomsky (2023) som é&r en nestor i Al-debatten skriver att det
applikationerna sysslar med bést kan liknas med "high tech plagiarism”. Om det
ar korrekt, vad ar studenten som anvénder texten da?

! Elman (2000), Carter-Simmons (1999), Stray (2005) och Suen och Yu (2006)
ger exempel pa vad som betraktas som fusk vid olika historiska tidpunkter.
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inget nytt att de anvinder olika tekniska l6sningar for att fuska'?.
I konferensbidragen ”Cheating as a preparation for reality” och ”Copy-
and-paste-plagiarism: Technology as a blind alley or a road to better
learning?” argumenterar Nilsson, Ekl6f och Ottosson (2004, 2005) {for
att teknik kan ses bdde som ett medel for fusk och som ett medel att
forebygga fusk. Utvecklingen gér vanligtvis stegvis dér teknik tas fram
for ett orelaterat andamal men studenter upptécker att det kan anvéndas
for fusk. Darmed skapas ett behov av tjanster som TurnlTin och
Ouriginal for att uppticka sddana plagiat. Dessa kommer dock aldrig
bli hundra procent sékra. Heather (2010) visar 1 artikeln Turnitoff:
identifying and fixing a hole in current plagiarism detection software”
exempelvis hur pdf-filer relativt enkelt kan manipuleras sa att plagiat i
dem inte kan upptéckas.

Sa dr det 1 flertalet fall med dagens Al-applikationer. De tas inte fram
for att hjélpa studenter att vilseleda men kan i ménga fall anvéndas sa.
Genom promptning kan Quilbot anvédndas for att skapa parafraser som
inte fingas av textjaimfOrelseprogram dven om de anvénder finger-
printteknik. Bortom hornet vantar Al-teknik som kan faststdlla ur-
sprunget.

Al — tillforlitlighet, sakerhet eller rattssakerhet

Vi har accepterat antagandet att vi stdr for en kvalitativ samhills-
utveckling dér en ny form av artificiell intelligens kommer att paverka
véra liv och fé betydelse inom 1 stort sett alla samhéllsomriden. Vi ser
den utvecklingen som omdjlig att stoppa men som mojlig att paverka.
Utbildningsvasendet kan reagera med forbud och kontroll eller genom
ta sig an utmaningen att utbilda om Al och hur man kan anvénda Al for
utbildning och bedomning av studieprestationer. Om utbildnings-
véasendet skall fylla sin uppgift méste tyngdpunkten ligga pa det senare.

Vi har konstaterat att Al har en ldng historia 1 utbildningssammanhang.
Om Al varit kontroversiellt sd har det varit pa grund av den form av
larande som tekniken premierade, en form av lotsning dér studenter steg

12 Davies & Howard (2015); Nilsson (2015), Sutherland-Smith (2016), Zayed
(2023) och Waters (2013) diskuterar betydelsen av teknik vid examinationsfusk.
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for steg leddes genom ett innehall som de larde sig mekaniskt och som
de memorerade. Dagens Al inkorporerar den hir sortens mekaniserat
larande men dagens Al som bygger pé stora sprakmodeller kan ocksa
involvera studenter i vad vi med utgangspunkt i Matusov m.fl. (2023)
skulle kalla en kvasi-dialog. Det ar viktigt att podngtera att studenter
kan lédra sig av en sadan dialog men om ldrandemalen skall examineras
genom att studenter enbart besvarar fragor kan tillgdng till ChatGPT
skapa problem.

Det aktualiserar fragan om det dr rattssékra examinationer som utmanas
nér Al tar plats i vara utbildningar. Det kan bli s& om vara instruktioner
kring Al-anvédndning blir sa oklara att studenter inte vet vad de far gora.
Vad vi funnit dr att det ar fragor om sékerhet som dominerar diskursen.
Som Dows (2005) visat dr sdkerhet ett problem é&ven vid hart
kontrollerade examinationsformer som salstentamina. Réttssidkerhet ar
ett problem men kanske framst eftersom Al gjort det svért att leva upp
till principen om forutsdgbarhet i réttsliga angeldgenheter. Det &r svért
att ge tydliga tentamensinstruktioner som tar Al i beaktande nér
forekomsten av Al &r opak. Regler ér bara réttssdkra om studenter far
en klar bild av vad som ér tillatet, pabjudet eller till och med forbjudet.
Avsnittet om disciplinregler i hogskoleférordningen (SFS 1993:100, 10
kap. 1§ 1 mom.) reglerar forsok till vilseledande men inte vilka hand-
lingar som réknas som vilseledande. En 16sning som tilltalar vissa ar att
infora centrala regler som forbjuder studenter att anvdnda Al vid
examination. Sddana regler ar bara sdkra om det gér att kontrollera om
Al har anvints. Det ser vi som i stort sett omdjligt.

Hur dr det da med validitet? Dagens larandemal inkorporerar sddant
som forstdelse, forméaga att reflektera, problematisera och granska
kritiskt. Véra examinationer maste kunna ge underlag for att vi skall
kunna beddma sidant. Vi utgar fran att studenter ocksa maéste
examineras pa mal dir Al-anviandning kan vara bidragande till att upp-
nd dessa. I manga fall kommer Al krévas for en valid bedomning. Krav
pa rattssékerhet kan ge upphov till en malparadox. Centralt utformade
regler om Al-anvédndning vid examination kan skapa fler problem &n
vad de loser eftersom de péaverkar examinationsdesign. Det finns
examinationer i vilka Al bor vara ett tillatet hjalpmedel. Mycket talar
darfor for att validitetskrav forutsitter att beslut om vad som skall vara
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tillatna hjalpmedel fattas av de som designar examinationer utifrdn de
larandemal som finns. Men dven lokala beslut om att forbjuda Al kan
vara problematiska. Sddana forbud tenderar att utgd fran att Al é&r
samma sak som ChatGPT eller mojligen som Bing och Bard. For till-
fallet forekommer en intensiv utveckling av applikationer som kan
utnyttjas av savél forskare som lérare och studenter. Vad som sker tycks
emellertid vara en utveckling dér vél etablerad programvara drar nytta
av Al men ocksa att granssnitt byggs ovanpa existerande LLM for
specialiserade uppgifter.

Upplevda hot soker drastiska atgarder. Vi vill med emfas hidvda att
moralpanik inte har nagon plats i akademin. Om det dr nagot den
nya tekniken tjdnar pé sa &r det en saklig debatt dér roster for och emot
kan gora sig horda och dar vi soker evidens for hur Al péaverkar
examination. Vi stéller oss dérfor avslutningsvis frdgan om det som
utmanas genom Al dr idén om vad sjélvstandighet ar?

Att vi skall bedoma studenter individuellt &r en grundlaggande idé inom
svensk hogre utbildning. Aven nir studenter genomfdr gruppuppgifter
skall de bedomas individuellt. Hur rattssékrar vi att studenters sjalv-
staindighet bedoms nédr Al dr inbdddad i en akademisk miljo dér
tillgangen till sdvdl manskligt som tekniskt stod ar nistan obegriansad?
Var gar grianserna for hur de kan interagera med Al om det finns krav
pa sjilvstandighet? Maste vi omdefiniera eller kanske helt enkelt
overge idén om att det &r sjélvstdndiga studenter vi examinerar och
konstatera att deras produkter enbart dr exempel pad Al-stodd sjalv-
staindighet? Ett sddant begreppsliggorande ligger i linje med att vi
bedomer elevernas skrivande med utgangspunkt i att vi redan
accepterar att de har tillgang till de verktyg som é&r inbyggda i vanliga
ordbehandlare. Att tdnkandet utvecklas i interaktion ar ju ett grund-
antagande inom en sociokulturell syn pa lirande. Maste vi da ocksa
konstatera att saval réttssédkerhet i meningen “forutsagbarhet i rittsliga
angeldgenheter”, som sékerhet och validitet &r utopier, ndgot som vi
maste strdva efter men som vi aldrig kan uppna?
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