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Abstract 

This paper examines the language of disinformation on the topic of the COVID-

19 pandemic in English and Lithuanian using the methods of contrastive corpus 

linguistics. The study not only reports research results but also addresses some 

methodological issues encountered in contrastive analysis of disinformation, a 

main one being the absence or limited amount of original content in Lithuanian 

disinformation texts. Since most of the Lithuanian content is translated or adapted 

from other sources, an important question is how likely it is that some distinct 

language-specific features will emerge in disinformation published in a lesser- 

used language. The content modifications in the Lithuanian texts range from very 

close translations of the source texts to highly abridged summaries of the original. 

A general trend is that almost all the texts are shorter in Lithuanian. Regarding the 

analysis of linguistic properties, the type-token ration (TTR) is very low in 

English texts but considerably higher in Lithuanian, which could be a result of 

typological differences between the two languages. Emphatics are almost equally 

distributed in both datasets; however, tentative language is more frequent in 

English. Such trends suggest that the language of disinformation tends to be 

simple, but Lithuanian false news aims at sensationalism by retaining the same 

frequency of emphatic wording but reducing the tentative tone.  

 

Keywords: disinformation; contrastive analysis; corpus linguistics; 

English/Lithuanian 

1. Introduction 

This paper aims to examine the language of disinformation in English (as 

a global language) and Lithuanian (as a lesser-used language) by applying 

the methods of contrastive corpus linguistics. Contrastive analysis of 

disinformation features is not as straightforward as it may seem. The 

present study thus not only reports the results of the present research but 

also addresses some methodological issues encountered in contrastive 
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analysis of disinformation. This research is part of a broader project 

focusing on Lithuanian propaganda and disinformation. In its initial 

stages, it became evident that a substantial portion of Lithuanian texts 

draws upon English-language sources, underscoring the importance of 

evaluating the impact of these sources on Lithuanian content. 

To narrow down the scope of analysis, the present study focuses on 

one topic of disinformation—the COVID-19 pandemic, which has caused 

widespread uncertainty and anxiety, and has affected multiple facets of 

human life on a global scale. This has resulted in a significant proliferation 

of false information being widely shared in numerous languages on 

diverse social media platforms. Consequently, the pandemic offers 

researchers a chance to gain insights into the qualities of disinformation in 

various languages, which can be invaluable for advancing research and 

strategies for identifying and mitigating disinformation. During the 

COVID-19 pandemic, the United Nations (UN) made the oft-quoted 

statement expressing their concern that: ‘In times of the Covid-19 health 

crisis, the spread of the “infodemic” can be as dangerous to human health 

and security as the pandemic itself’1. The term ‘infodemic’ was frequently 

used by various international organizations, including the World Health 

Organization (WHO) and the UN, to describe the excessive amount of 

information, both accurate and inaccurate, that was circulating during the 

pandemic.  

Disinformation is generated and disseminated mainly in English, and 

research on disinformation texts primarily focuses on English data (e.g., 

Davoudi et al. 2022; Shu, Wang and Liu 2019; Grieve and Woodfield 

2023). However, even though disinformation circulating in languages 

other than English is less abundant, it amplifies its influence and may 

reflect some regional specificities. Considering that culture, language, 

political views, and religion may influence the way that news (false or 

factual) is generated, perceived, and disseminated, it is important to 

examine disinformation in languages other than English to better perceive 

how it is produced, how it functions, and what socio-cultural aspects it 

reflects. 

The present study is motivated by the lack of cross-linguistic research 

on disinformation. Generally, research on disinformation is ample, 

 
1 The specific source and date of this quote may vary, but it was a common theme 

in various UN and WHO communications throughout the pandemic in 2020 and 

2021. 
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especially in such areas as media studies and computational linguistics. 

The main body of such research focuses on the differences between fake 

and factual news. However, systematic contrastive studies on linguistic 

features of disinformation are still highly limited (see Damstra et al. 2021). 

The present analysis concerns the linguistic properties of Lithuanian 

and English disinformation by addressing the following research questions 

(RQs):  

 

1. How is English content modified in Lithuanian disinformation 

texts?  

2. What is the lexical diversity (type-token ratio, TTR) of the texts?  

3. How are emphatics and tentative language used in Lithuanian and 

English data?  

 

These RQs stem from some earlier research indicating that low lexical 

diversity, emphatics, and tentative language are strongly associated with 

disinformation (e.g., Bezerra 2021; see further section 2). Prior research 

suggests that disinformation is marked by simplicity, and thus TTR in 

disinformation texts is lower than in factual, or legitimate, news (Kumar 

and Vardhan 2021). 

A more detailed review of research on disinformation is presented in 

section 2, which covers different terms associated with disinformation, 

offers an overview of previous studies exploring disinformation in 

languages other than English and employing contrastive analysis, and 

briefly touches upon research on tentative language and emphatics. Data 

and methods used in the empirical analysis are presented in section 3, and 

section 4 discusses the findings of the analysis. Section 5 generalises the 

main findings, points out some limitations of the present study and 

provides some suggestions for further research.  

2. Background 

2.1 Terminological issues 

In contemporary debate in the field of journalism, media studies and 

political communication, there is a diversity of terms used to refer to false 

information including ‘misinformation’ and ‘disinformation’ (e.g., Lazer 

et al. 2018), ‘fake news’ (e.g., Gelfert 2018; Grieve and Woodfield 2023), 

‘information pollution’ (Meel and Vishwakarma 2020), and ‘information 

disorder’ (Wardle and Derakshan 2017). 
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The concept of ‘fake news’ has perhaps generated greater discussion 

among journalists and the academic community than any other term in this 

set of concepts. Originally, the term ‘fake news’ was used to describe 

deliberately fabricated or false information presented as news. It is still 

rather widely used in this sense in current research, especially in research 

on automated detection of disinformation, which is commonly referred to 

as ‘(automated) fake news detection’. Over time, however, it has become 

a charged term, whose appropriateness is now often questioned for a 

variety of reasons. 

The term is often disapproved of for its fuzzy meaning and especially 

its connotations. For instance, ‘fake news’ is criticised as a broad and often 

vague term that can encompass a wide range of deceptive information, 

from satirical content to misinformation and disinformation (ERGA 

2020). It is also considered inappropriate as it has become a politically 

charged term, with different groups accusing their opponents of spreading 

it. This trend has led to disputes over what should be labelled as ‘fake 

news’ and has contributed to a decline in trust in media and discreditation 

of journalism (e.g., Freelon and Wells 2020). 

In addition, it is argued that the term ‘fake news’ does not capture our 

new reality: most of the content which is part of ‘information disorder’ is 

not fake, but instead, is used out of context and thus becomes misleading; 

or it can mix falsehoods with some truth to look trustworthy (Wardle 2019: 

6). Neither can such content be labelled as ‘news’, as very often it contains 

mere rumours, manipulated videos, or old photos re-shared as new 

(Wardle 2019: 6). 

Finally, according to Habgood-Coot (2018), the term ‘fake news’ is 

not only redundant, given the abundance of vocabulary alternatives, but 

also legitimizes anti-democratic propaganda. 

In response to these issues, some experts and organizations advocate 

for using more specific terms, such as ‘misinformation’, ‘disinformation’, 

or ‘false information’, to describe different types of deceptive content 

more precisely. ‘Disinformation’ is a term favoured not only by scholars 

but also by experts from the European Commission (de Cock Buning 

2018), and thus will be used as the main term in the present paper, while 

the term ‘fake news’ will be avoided and will be employed only with 

reference to automated fake news detection. 

To avoid loaded terms, some scholars have also introduced alternative 

terms, such as ‘information pollution’ (Meel and Vishwakarma 2020) or 
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‘false information’ (Kapantai et al. 2020). The term ‘false information’ 

will also be used in this paper as a general term referring to different types 

of deception. However, ‘information pollution’ is too broad and refers to 

more types of contaminating information than necessary in this research, 

e.g., it refers not only to dis-, mis-, and mal-information, but also 

incomplete, inconsistent or irrelevant information (Orman 1984). 

For the purposes of this study, I adopt the categorisation introduced 

by Wardle and Derakshan (2017; see also Wardle 2019), who suggest 

‘information disorder’ as a hypernym to cover different types of inaccurate 

and harmful information: 

 

− Dis-information. Information that is false and deliberately created 

to harm a person, social group, organization or country. 

− Mis-information. Information that is false, but not created with 

the intention of causing harm. 

− Mal-information. Information that is based on reality, used to 

inflict harm on a person, organization or country. (Wardle and 

Derakshan 2017: 20) 

 

Despite their distinctive features, these concepts intersect to some extent, 

as represented by Wardle and Derakshan (2017: 20); see Figure 1. 

 

 
Figure 1: Information disorder: mis-, dis- and mal-information with regard to 

falseness and harm (adapted from Wardle and Derakshan 2017: 20) 
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Misinformation and disinformation, thus, both pertain to categories of 

inaccurate or false information, with the distinction being that 

disinformation is intentionally deceptive. Disinformation is distinct from 

mal- and misinformation in that it refers to content that is both harmful 

and false. Following Damstra et al., intentional deception is ‘created and 

distributed with the aim of influencing political attitudes, behavior, or 

processes’ (2021: 1948), and this is where the harm of disinformation 

manifests itself. Regarding the criterion of intentionality, it is important to 

note that the false information presented in the two datasets used in this 

research qualifies as disinformation since it has been sourced from widely 

recognised propaganda and disinformation websites.  

It should be noted that this paper does not cover the category of satire, 

i.e., texts where humour is employed to create satirical news in an 

exaggerated way, clearly indicating that this information is not legitimate 

(del Pilar et al. 2017). When such news is shared on the internet, it appears 

decontextualised and, being similar in its form to legitimate news, it can 

deceive the reader just like disinformation. However, such instances did 

not occur in the current data.  

2.2 Cross-linguistic research on disinformation 

Research on disinformation being a fast-growing research area covers a 

diversity of approaches, methodologies, and research foci, which makes it 

impossible to cover all the trends in the present overview. Here, the main 

focus will be on research on languages other than English and especially 

on cross-linguistic studies of disinformation.  

Though research on languages other than English is still in its initial 

stages, a number of attempts have been made mainly with the goal to 

develop models for automated detection of disinformation. Here just some 

examples are reported to show the range of languages covered so far. For 

a more detailed overview of the technical aspects of the models developed 

for non-English languages, see Zhou (2023). 

In broad terms, studies in this area can be classified into those 

focussing on (a) individual vs. multiple languages, and (b) those aiming to 

develop language-independent vs. language-dependent models. A few 

studies have explored the detection of disinformation in multiple 

languages, e.g., English, Portuguese, and Spanish in Abonizio et al. (2020) 

and English, Portuguese, and Bulgarian (representing three language 

groups—Germanic, Latin, and Slavic) in Faustini and Covões (2020). In 
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research aiming to develop language-independent detection, the models 

are based on the analysis of several languages, but in these languages, the 

authors assess textual features that are not tied to a specific language (e.g., 

Abonizio et al. 2020). 

Some aspects of such research could be relevant to contrastive analysis 

of disinformation texts; however, research papers in this area do not focus 

on linguistic analysis but technical aspects of model development. For 

instance, Abonizio et al. (2020) rely on complexity, stylometric, and 

psychological text features, which could be related to some linguistic 

categories examined in the present study, but they are not made explicit 

enough to constitute substantial cross-study comparisons. 

Some studies develop language-dependent models for individual or 

multiple languages, e.g., Chinese (Zhu et al. 2018; Du et al. 2021), Urdu 

(Farooq et al. 2023), Indic languages (Kar et al. 2021), Spanish satirical 

news in Spain and Mexico (del Pilar et al. 2017), and French and English 

(Guibon et al. 2023). 

In general, research focusing on automated fake news detection is 

undoubtedly important, but it is carried out by computer scientists and is 

thus different (in terms of methods and theoretical approaches) from 

contrastive (linguistic) analysis. In the trend of fake news detection, the 

models created are analysed and assessed regarding their accuracy in 

determining disinformation automatically, but a consistent and systematic 

analysis of linguistic text properties and typological differences/ 

similarities is lacking. 

Some large-scale contrastive studies of disinformation have been 

carried out in the field of media and communication studies. For instance, 

Humprecht (2019) compares disinformation across English-speaking (US 

and UK) and German-speaking countries (Austria and Germany), but in 

this comparison the focus is on the content and not the linguistic properties 

of these texts. 

One of the few, if not the only publication presenting a contrastive 

linguistic analysis of disinformation and mainstream media news texts is 

Sousa-Silva’s (2022) research on English and Portuguese. One finding of 

his research that is relevant to the present study is that in both languages 

disinformation texts (in contrast to mainstream news reports) often use 

evaluative adverbs to emphasise the cruelty of the actions described in 

their texts. 



A Contrastive Analysis of English and Lithuanian 

 

275 

The only attempt to compare more than two languages (English, 

Norwegian and Russian) from the linguistic perspective is the on-going 

project Fakespeak—the language of fake news2 (for a report on the 

methodological considerations based on this project, see Põldvere, 

Kibisova and Alvestad 2023). 

The research by Humprecht (2019) and Siwakoti et al. (2021) usefully 

indicates that there are important differences in the types of disinformation 

narratives across different parts of the world, but it remains unclear if there 

are important cross-linguistic differences in linguistic properties of fake 

news. Research attempting to compare Lithuanian to English or any other 

languages is non-existent. 

2.3 Disinformation markers: Tentative language and emphatics 

In this study, emphatics and tentative language are focused on as they 

serve as useful indicators of bias (Recasens, Danescu-Niculescu-Mizil and 

Jurafsky 2013): tentative language (e.g., such adverbs as just and only) is 

a category of epistemological bias, and emphatics (e.g., very and 

absolutely) are a category of framing bias (Recasens, Danescu-Niculescu-

Mizil and Jurafsky 2013). Additionally, emphatics are associated with 

sensationalism and are used as part of propaganda techniques aiming to 

persuade users on an emotional rather than cognitive level (Damstra et al. 

2021; Staender et al. 2021). Emphatics and softeners are also strongly 

linked to the propaganda strategy of exaggeration and minimisation (e.g., 

Da San Martino et al. 2019).  

The decision to focus specifically on tentative language and emphatics 

is further motivated by Grieve and Woodfield’s (2023) research. Their 

study examined twenty-eight grammatical features in both real and fake 

news texts, aiming to identify markers that distinguish between the two 

categories. Among these features, fifteen, including emphatics and 

downtoners, were found to be considerably more prevalent in fake news 

compared to factual news. According to Grieve and Woodfield, emphatics, 

alongside many other adverbs and adjectives, contribute ‘inconsequential 

information’ and consequently reduce ‘the information density of 

newspaper writing’ (2023: 54). As a result, they are used primarily for 

expressive and evaluative rather than informative purposes. 

 
2 More information is available at https://www.hf.uio.no/ilos/english/research/pro 

jects/fakespeak/. 
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Linguistic research on deceptive language further indicates that, in 

general, this type of language tends to include a higher occurrence of 

tentative, angry, and emotionally charged words compared to truthful 

language, as observed in Asubiaro and Rubin’s (2018) study (see also 

Faris et al. 2017; Benkler, Faris and Roberts 2018). Therefore, it is 

hypothesised in this research that tentative language and emphatics will be 

of similar frequency in both English and Lithuanian data. 

3. Data and methods 

The Lithuanian data collected for this study includes disinformation texts 

about COVID-19 obtained from one Lithuanian website well-known for 

publishing propaganda and disinformation—minfo.lt. The website 

minfo.lt, which stopped its activity in August 2023, became known as an 

unreliable news website after it was bought in 2018 by Marius 

Gabrilavičius, a controversial figure who is also involved in alternative 

therapeutic practices of treating different addictions. 

Being a first attempt to examine Lithuanian disinformation from the 

perspective of contrastive linguistics, the present research is a small-scale 

pilot study, based on a limited amount of data. The total amount of data 

used for this study initially included 40 disinformation texts (18,111 

tokens) from the Lithuanian website; these were all the disinformation 

texts available on the topic of the COVID-19 pandemic on the website 

under investigation. In this study, the texts were identified as 

disinformation through fact-checking conducted by the author of the 

research herself, and some of the fake claims had already been debunked 

by mainstream media. 

When processing the Lithuanian corpus, it appeared that 32 of the texts 

(80%) were based on English-language sources, and only 8 out of 40 texts 

(20%) were original content not republished from other sources. 

Unexpectedly, it appeared that the Lithuanian texts were mainly adapted 

reposts from two major propaganda portals: the far-right international 

newspaper The Epoch Times3 and the conspiracy and pseudoscience 

website Technocracy News4. The media bias resource Media Bias/Fact 

Check5 lists both websites as questionable sources of low credibility, 

 
3 The Epoch Times, https://www.theepochtimes.com/.  
4 Technocracy News, https://www.technocracy.news/.  
5 Media Bias/Fact Check, https://mediabiasfactcheck.com/.  
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Technocracy News being classified as a source of very low factual 

reporting, and The Epoch Times categorised as a source reporting mixed—

false and factual—information. 

To examine how the English texts were exploited for Lithuanian 

disinformation and to perform a comparative analysis of linguistic features 

in the two languages, the original English texts were collected for further 

comparative analysis (32 texts totalling 52,264 tokens). The sizes of both 

datasets are represented in Table 1. The eight non-translated texts were 

excluded from further investigation due to their substantially different 

nature compared to the translated ones. While they could potentially offer 

value for comparison, their limited quantity within the current dataset 

makes them unsuitable for consistent analysis. 

 
Table 1: Size of the corpus used for contrastive analysis 

 Number of text units Number of tokens 

English dataset 32 52,264 

Lithuanian dataset 32 12,810 

 

An interesting and unexpected finding that emerged already in the initial 

stages of data collection is that Lithuanian texts are considerably shorter 

than the English texts: only 40% of English content is retained in 

Lithuanian. This can be partly explained by linguistic typology: English is 

more analytical, while Lithuanian is a synthetic language and therefore 

uses a smaller number of function words. Synthetic languages tend to use 

inflections and affixes to convey meaning, which can lead to fewer words 

and shorter sentences compared to analytical languages, which often rely 

on word order and function words. However, this inherent linguistic 

typology cannot explain the shortening of texts by more than a half. 

As some prior research shows (e.g., Kasseropoulos and Tjortjis 2021; 

Kumar and Vardhan 2021), the size of a text is a crucial factor in 

identifying disinformation. Typically, spreaders of false information tend 

to opt for concise messages when communicating their content. Their aim 

in crafting brief messages is to draw in users by using uncomplicated 

language and minimal content (Kumar and Vardhan 2021: 201). It can 

hence be hypothesised that disinformation recycled in a new source and/or 

another language will be shorter than the original. However, this still needs 

to be tested on a larger and more varied dataset, as the trend observed in 

this study could be a feature of this particular website. 
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The present analysis focuses on the following categories and text 

properties of disinformation texts in English and Lithuanian: 

 

- text length, 

- lexical complexity, 

- emphatic language, and 

- tentative language.  

 

These categories emerged as important indicators of disinformation in 

some earlier research, as will be further explained. 

To assess lexical complexity, the study employs the type-token ratio 

(TTR), a linguistic measure used to analyse the diversity of vocabulary in 

a text or corpus. It is calculated by comparing the number of unique words 

(types) to the total number of words (tokens) in the text or corpus. The 

formula for calculating the type-token ratio is: TTR = (Number of Types) 

/ (Number of Tokens). The choice to consider the TTR measure is 

motivated by the findings in prior research suggesting that a typical feature 

of disinformation is simplicity, and thus TTR in disinformation texts is 

lower than in factual texts (Kumar and Vardhan 2021). However, some 

studies report opposite results. For instance, Abonizio et al. (2020) observe 

that the TTR values on all three corpora (English, Portuguese, and 

Spanish) are lower for legitimate news, followed by disinformation or 

satirical news. 

Emphatics and tentative language (or downtoners in some research, 

e.g., Grieve and Woodfield 2023) are focused on as they are not only easy-

to-identify surface-level features, but also serve as useful indicators of 

bias: as has already been noted, tentative language is a category of 

epistemological bias, and emphatics are a category of framing bias 

(Recasens, Danescu-Niculescu-Mizil and Jurafsky 2013). 

Tentative language is studied here by mainly focusing on hedges, 

defined as words and phrases employed to express uncertainty and lessen 

the speaker’s commitment to the accuracy of a statement, thereby avoiding 

assertive predictions or statements, e.g., tikėtina (‘likely’), galbūt 

(‘probably’). This category also includes modal verbs, such as galėti 

(‘can’), when they reduce the certainty of an utterance. 

Emphatics are defined here as linguistic units used to intensify the 

degree of certainty and intensity of an utterance. The analysis of emphatics 

mainly covers subjective intensifiers defined as ‘adjectives or adverbs that 
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add (subjective) force to the meaning of a phrase or proposition’ 

(Recasens, Danescu-Niculescu-Mizil and Jurafsky 2013: 1653), e.g., 

visiškas (‘complete’/‘entire’), labai (‘very’). In addition, the modal must 

is also added to this category when it gives emphasis to a 

statement/opinion. 

The words used as emphatics and softeners were manually selected 

from a frequency list generated with AntConc. In cases of ambiguity, the 

use of the word was analysed in context by examining concordance lines 

to determine whether it has an emphatic or softening effect. For instance, 

about can be used as an approximator before a noun phrase (and thus is an 

instance of tentative language) or as a preposition (and thus is irrelevant 

in this analysis). All the latter uses were excluded from further analysis. 

Since the two corpora are of different sizes, raw frequencies of the 

categories under study have been normalized to 10,000 words to make the 

quantitative results comparable. The statistical significance of the 

compared frequencies is assessed by applying the log-likelihood test (LL) 

with the critical value of 3.84 or higher at the level of p <0.05. 

4. Results 

4.1 Text length 

The analysis in this section addresses RQ1: How is English content 

modified in Lithuanian disinformation texts? Content modifications in the 

Lithuanian texts are examined by considering the text length in the two 

datasets. 

The results have revealed that Lithuanian disinformation texts range 

from very close translations to highly abridged summaries of the source 

texts. This is reflected in the text length of Lithuanian texts, which, very 

evidently, are shorter than the source texts. Figure 2 gives an overview of 

how much of the original text is retained in Lithuanian texts (see also 

Figure A in the Appendix for a more detailed representation of the text 

length in the two datasets).  
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Figure 2: Proportions of the English source text in Lithuanian texts (the 

percentages indicate how much text is retained in the Lithuanian text) 

 

As the findings indicate, in nearly all cases, Lithuanian texts are shorter, 

but to varying degrees, with lengths ranging from 79% down to as little as 

4% of the source text. The text length exhibits significant variation, with 

nine texts falling within the 80-60% range, four texts within the 40-60% 

range, seven texts within the 20-40% range, and ten texts within the 0-20% 

range. Interestingly, as demonstrated in Figure 2, one text is longer than 

the source text (111%). 

Texts retaining over half of the source text can be assumed to be 

relatively faithful translations, whereas those in the lower range can be 

expected to be highly condensed summaries. The latter category of texts 

slightly predominates. Interestingly, none of the texts includes any 

additions that would elaborate on a Lithuanian perspective. 

As explained in section 3, shorter Lithuanian texts are preconditioned 

by the inherent typological properties of Lithuanian, which uses fewer 

function words than English. However, some texts are abridged by 

omitting certain portions of the source text. Typically, these are (1) lists of 

references, (2) section titles, and (3) some passages containing supposedly 
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unnecessary or superfluous information. It is interesting, though perhaps 

not completely surprising, that lists of references are considered 

superfluous and are thus excluded in Lithuanian disinformation texts. In 

cases where some passages were omitted, it was difficult to determine a 

clear pattern and to suggest a reason why they were considered 

unnecessary.  

4.2 Lexical diversity 

This section addresses RQ2: What is the lexical diversity (type-token ratio, 

TTR) of the texts? To answer this question, TTR indices have been 

calculated following the principles explained in section 3.  

As demonstrated in Table 2, TTR is very low in English texts (0.14) 

but is considerably higher in Lithuanian (0.39), which again could be a 

result of typological differences between the two languages. 
 

Table 2: Lexical diversity (type-token ratio, TTR)  
EN LT 

Total No. of Word Types 7,056 4,826 

Total No. of Word Tokens 52,154 12,358 

TTR 0.14 0.39 

 

As previously mentioned, Lithuanian is an analytic language, meaning that 

a single word can have a wider array of grammatical forms, leading to a 

greater number of types. Therefore, a straightforward interpretation of the 

current TTR results is impossible (see also Abonizio et al. 2020 for a 

similar observation regarding English, Portuguese, and Spanish). 

Considering these differences in typology, the TTR should be interpreted 

with caution, and the obtained results need to be tested in future research 

on the basis of lemmatised data to solve the problem where different 

grammatical forms are counted as different types.  

Another concern with TTR is the instability of this index in the case 

of short texts (for a discussion, see, e.g., Jarvis 2002). Therefore, a 

considerably larger database could yield more reliable findings, or a 

different measurement should be applied. 

Despite the difference between the two datasets, both TTR indices are 

still very low. As previous research consistently shows, lower lexical 

diversity is characteristic of intentionally deceptive communication in 

different settings (e.g., Newman et al. 2003; Zhou et al. 2004; Fuller, Biros 
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and Delen 2011). Some studies (e.g., Ahmed, Traore and Saad 2018), 

though not all, indicate that this holds true also for news media: 

disinformation texts tend to be lexically less varied, and thus, as Horne and 

Adali (2017: 763) explain, disinformation texts require a slightly lower 

education level to read:  

They seem to be filled with less substantial information, which is demonstrated by a 

high amount of redundancy, more adverbs, fewer nouns, fewer analytic words, and 

fewer quotes. (Horne and Adali 2017: 763) 

However, such findings are not fully consistent. For example, Abonizio et 

al. (2020) find higher TTR values for disinformation corpora compared to 

factual news. 

4.3. Emphatic vs. tentative language 

This part of analysis shifts its focus to some lexical preferences in the two 

datasets and aims to answer RQ3: How are emphatics and tentative 

language used in Lithuanian and English data? 

As the quantitative analysis shows (see Table 3), emphatics are almost 

equally distributed in both datasets (92 instances in English and 96 

occurrences in Lithuanian). Despite a slightly higher relative frequency in 

Lithuanian, the LL test indicates that there is no significant difference 

between the two datasets (LL = 0.02; Log Ratio = -0.02). While the Log 

Ratio of -0.02 is negative, it is very close to zero, which suggests that the 

difference in the frequency of emphatics between the two corpora is so 

minimal that, without further analysis, it might not have practical 

implications. 

 
Table 3: Frequency of emphatics and tentative language  

Emphatics Tentative language 

Raw freq. f/10,000 Raw freq. f/10,000 

EN 478 92 448 86 

LT 119 96 67 54  
LL=0.02 

(no significant 

difference) 

 
LL=16.04 

(significantly 

higher use in EN)  
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Tentative language is of a considerably higher frequency in English, with 

86 occurrences compared to 54 occurrences in Lithuanian. The LL value 

indicates significantly higher use of tentative language in English 

(LL=16.04), and the positive Log Ratio value (Log Ratio = 0.71) further 

supports the association of tentative language with the English corpus over 

Lithuanian. Though the Log Ratio value is moderate and not extensive, 

this finding is still important and unexpected, particularly in light of earlier 

results indicating both emphatics and downtoners as characteristic features 

of disinformation (e.g., Grieve and Woodfield 2023).  

These results (namely an almost identical frequency of emphatics and 

a significantly lower frequency of tentative language in Lithuanian) 

suggest that Lithuanian disinformation texts are perhaps more marked by 

sensationalism (for an overview of the concept, see, e.g., Grabe, Zhou and 

Barnett 2001). Sensationalism in media texts is characterised by content 

produced to evoke strong reactions or the use of exaggerated, attention-

grabbing, or emotionally charged language. Characteristic linguistic 

features of sensationalism include, for example, exaggeration, emotional 

language, shocking details, and conflict emphasis. On the other hand, this 

could be influenced by certain cross-linguistic differences. For example, 

the current findings are consistent with Marín-Arrese’s (2015) study on 

stance comparing English and Spanish, which suggests that English shows 

a more tentative style in argumentative discourse strategies compared to 

Spanish. 

4.3.1 Tentative language 

Regarding the repertoire used to express tentativeness, the analysis has 

revealed that there is a larger diversity of items used for this purpose in 

English. Including single occurrences in both datasets, in total there are 35 

types of softeners in English, compared to 25 types in Lithuanian.  

The list of the most frequent softeners, shown in Table 4, includes all 

items that occur at least twice per 10,000 words in the data. Items that 

occur in both languages are highlighted in grey. It should be noted, 

however, that the issue of translation equivalence is not addressed here, in 

order to limit the scope of the analysis, and the correspondence between 

the two lists is relative. 
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Table 4: Linguistic repertoire of tentative language in English and Lithuanian 

Raw 

freq. 

f/10,000 Softener Raw 

freq. 

f/10,000 Softener 

126 24 can 12 10 galėti (‘can’) 

48 9 may 10 8 maždaug (‘about’*) 

46 9 could 8 7 beveik (‘nearly’) 

37 7 most 6 5 gana (‘rather/quite’) 

29 6 likely 6 5 palyginti (‘relatively’) 

24 5 actually 3 2 galbūt (‘probably’) 

16 3 rather 2 2 atrodo (‘seems’) 

13 3 quite 2 2 bent (‘at least’) 

11 2 almost 2 2 tikėtina (‘likely’) 

11 2 basically    

10 2 about*    

*These numbers only include instances where about is used as an approximator.  

 

As can be seen in Table 4, many items coincide in the two languages, but 

they are used with different frequencies. The main item employed in both 

English and Lithuanian is the modal can/galėti (‘can’). Interestingly, its 

frequency in English is more than twice as high as in Lithuanian (24 and 

10 occurrences respectively).  

The concordance lines of can show that this modal is often used to 

refer to potential risks and dangers of vaccines, e.g., can cause tumors; 

can also be a risk factor; there can be some serious longer-term 

consequences; and can ultimately lead to neurodegeneration. Such uses 

are also abundant in Lithuanian data, e.g., vakcinos nuo kovido ligos gali 

sukelti neurodegeneracines ligas (‘covid vaccines can cause 

neurodegenerative diseases’) and vėžys—gali grėsti tiems, kam buvo 

suleistos vakcinos (‘cancer can be a risk for those who have been 

vaccinated since March’).  

In scientific texts, it is common to use can when actual possibilities 

are discussed, e.g., X can cause Y (as in Smoking can cause cancer.). In 

such uses, the possibility referred to is realistic though may not be an 

obligatory consequence of X; such structures can be paraphrased as X 

sometimes causes Y. In disinformation texts, such uses are usually part of 

scare tactics and do not refer to actual risks, or if they do, the 

argumentation lacks context or is deficient in some other ways. Being non-

categorical statements, they also function as shields when sheer 

speculations are provided. 
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Though rarely, the modal can is also used in impersonal hedging 

structures with the dummy-it, as in example (1). 

 

(1) It can be argued that the loss of a sense of smell and/or taste in 

association with COVID-19 is a sign of a Parkinsonian link …  

 

The entire fragment quoted in example (1) is omitted in the Lithuanian 

version. In general, such uses with modals are not common in the 

Lithuanian dataset: no impersonal structures (e.g., galima manyti/teigti 

etc.) that would correspond to the English structures (It can be 

argued/stated/claimed etc.) can be found in the Lithuanian data.  

An important subcategory that emerges in Table 4 is that of items used 

for approximation, e.g., about, almost, maždaug (‘about’), and beveik 

(‘nearly’). Numerical references are typically associated with objectivity 

and scientific style (Ruzaitė 2007) and thus may be exploited in 

disinformation to achieve different manipulative goals, including building 

trustworthiness and imitating serious genres. It is characteristic of 

disinformation creators to selectively choose data that supports their 

narrative, provide fabricated or misleading statistics to support their 

claims, and use exaggerated or alarming numbers to elicit strong emotional 

responses from readers. The latter use seems to be especially important in 

both datasets. 

To show how numerical references are used for manipulative 

purposes, approximations with maždaug (‘about’), nearly and about will 

be further examined in more detail. Examples (2)–(3) illustrate how large 

and thus alarming numbers are used to amplify readers’ negative emotions. 

In such cases, they are employed as part of appeals to fear, which are very 

typical of propaganda (cf. Da San Martino et al. 2019): 

 

(2) a. Federal authorities have received nearly 800 reports of heart 

inflammation in people who received a COVID-19 vaccine. 

b. JAV ligų kontrolės ir prevencijos centras pranešė, kad nuo 

koronaviruso vakcinų šalyje maždaug 800 žmonių kilo miokardo 

infarktai. 

 

(3) a. … but with an unusual spike from March to April with about 

140 cases per month rather than 100. 
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b. … tačiau nuo kovo iki balandžio su neįprastu šuoliu—maždaug 

140 atvejų per mėnesį, o ne 100, kaip įprasta. 

 

In these instances, the approximated rounded numbers in English are 

accurately preserved in the Lithuanian version (the accuracy of the 

reported numbers, though, remains another issue).  

However, sometimes the Lithuanian version provides numbers with 

an approximator when there is no corresponding numerical expression in 

the original text, as in example (4). 

 

(4) Tačiau manoma, tai realus skaičius gali būti maždaug dešimt kartų 

didesnis.  

‘But it is believed that the real number may be about ten times 

higher’ 

 

The Lithuanian version of the text where this example was encountered 

has undergone considerable modifications when compared to the English 

original, so it is rather difficult to pinpoint which elements in the two texts 

should be paralleled. Content-wise, in the original text, there are two 

possible fragments equivalent to the Lithuanian wording: meaning that 

actual deaths are much higher or totals may be much higher. In neither of 

the two is the numeral ten used; instead, a more general quantification is 

employed (much higher). Thus, here the Lithuanian choice to use a 

specific fabricated number is clearly manipulative. 

Interestingly, an opposite trend can also be observed in the data: in 

some instances, numerical references are provided in the source text but 

are not transferred to the Lithuanian version. For instance, in (5), an 

alarming number is provided, which could be potentially useful in 

Lithuanian manipulative content, but the entire sentence with this number 

is still omitted in the translation.  

 

(5) A Scandinavian study concluded about 40% of post-jab deaths 

among seniors in assisted living homes are directly due to the 

injection.  
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The article where example (5) occurs claims that vaccines are particularly 

dangerous for senior people. The Reuters Fact Check6 has determined that 

approved vaccines are not more dangerous than COVID-19, and they are 

not exceptionally dangerous for the elderly—the numbers provided in 

articles suggesting the opposite lack context (for more detailed 

argumentation, see Reuters Fact Check).7 

Typically, as could be expected, approximators precede large 

quantities, e.g., prilygsta bendram maždaug 98–140 atvejų pertekliui 

(‘equates to a total excess of approximately 98–140 cases’) and Iš 

užfiksuotų sužeidimų maždaug pusė (968 870) yra rimti (‘Of the recorded 

injuries, approximately half (968,870) are serious’). However, this is 

characteristic not only of disinformation but also other interaction (e.g., 

academic communication as demonstrated in Ruzaitė (2007)). 

As the discussion so far has shown, predominantly, softeners are used 

when discussing effects of vaccines and, in particular, when outlining their 

potential threats. Paradoxically, even when mitigatory linguistic items are 

used, sensationalism in such mitigated claims is not avoided in either 

English or Lithuanian texts. However, sensationalism is even more evident 

when emphatics are employed.  

4.3.2 Emphatics 

As already mentioned, in terms of their overall frequency, emphatics are 

used with no significant difference between the two languages. As 

demonstrated in Table 5, where the most frequent intensifiers are 

provided, there are many correspondences in the repertoire of linguistic 

items used for intensification in both languages (highlighted in grey).  

In total, there are 48 types of items used for intensification in English 

and as many as 52 types in Lithuanian. This is an unexpected outcome: 

considering that the Lithuanian data is substantially smaller, lower lexical 

variation was predicted in Lithuanian than English. 

 

 

 

 
6 Reuters Fact Check, https://www.reuters.com/article/factcheck-vaccines-safe-

idUSL1N2P51T3. 
7 Reuters Fact Check, https://www.reuters.com/article/uk-factcheck-norway-

idUSKBN29P2R1. 
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Table 5: Top items used for emphasis 

Raw 

freq. 

f/10,000 Emphatic Raw 

freq. 

f/10,000 Emphatic 

71 14 very 17 14 labai (‘very’) 

70 13 just 16 13 visiškai (‘completely’) 

65 12 only 13 11 daug (‘many/much’) 

50 10 many 10 8 ypač (‘especially’) 

39 8 really 6 5 daugelis (‘great 

number’) 

33 6 much 5 4 gerokai 

(‘considerably’/’signif

icantly’) 

13 3 must 5 4 dauguma 

(‘majority’) 

10 2 especially 4 2 daugybė 

(‘multitude’) 

9 2 real 4 3 itin (‘especially’) 

9 2 significant

ly 

3 2 būtent (‘exactly’) 

8 2 clearly 3 2 būtina (‘necessary’) 

8 2 entire 3 2 tikrai (‘really’) 

8 2 major 2 2 aišku 

(‘certainly/clearly’) 

   2 2 esminis (‘essential’) 

   2 2 smarkiai (‘markedly’ / 

’highly’) 

   2 2 stipriai (‘heavily’) 

   2 2 vien (‘only’/’just’) 

   2 2 visiškas 

(‘complete’/‘entire’) 

 

The most frequent intensifier in both languages is very/labai (‘very’), 

which tends to occur in highly evaluative contexts, e.g., in reference to 

conspiracy theories, such as the Big Pharma conspiracy theory, as in (6):  

 

(6) a. It would be very foolish to dismiss Pfizer as simply incompetent 

… 
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b. Būtų labai kvaila vertinti korporaciją “Pfizer” kaip tiesiog 

nekompetetingą ... 

 

In this example, an accusatory speculation in the source text and its 

Lithuanian translation is strengthened with the intensifier to evaluate 

sinister intentions of pharmaceutical companies. 

In the set of emphatics (presented in bold in Table 5), the category of 

quantifiers (e.g., daug ‘many’/’much’ and daugelis ‘great number’) is of 

special importance. In general, non-numerical references to quantities are 

often used to evaluate and interpret quantities as being large or small. 

Multal quantifiers, which refer to large quantities, prevail in the current 

data and are especially frequent in Lithuanian, as shown in Table 6.  

 
Table 6: Multal quantifiers 

 
Tokens 

(raw) 

Tokens 

(f/10,000) 

f/10,000 Types 

EN 96 18 18 5 unique forms and lexemes 

LT 42 34 33 22 unique forms; 9 different 

lexemes 

 

The LL value (LL = 9.01; Log Ratio = -0.84) indicates moderate overuse 

of multal quantifiers in Lithuanian, which further suggests that Lithuanian 

disinformation tends to favour a more emphatic style. 

A more extended example of a hyperbolic context achieved through 

intensification is represented in (7); here the angle brackets substitute 

elements which were omitted when rendering the passage in Lithuanian. 

 

(7) a. There are many reasons to be wary of the COVID-19 vaccines, 

which have been rushed to market […] aggressively promoted. 

[…] we will likely see an alarming increase in several major 

neurodegenerative diseases, including Parkinson’s disease, […] 

Alzheimer’s, and these diseases will show up with increasing 

prevalence among younger and younger populations, in years to 

come. Unfortunately, we won’t know whether the vaccines caused 

this increase, because there will usually be a long time separation 

between the vaccination event and the disease diagnosis. Very 
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convenient for the vaccine manufacturers, who stand to make huge 

profits off of our misfortunes … 

b. Yra daug priežasčių vengti kovido ligos vakcinų, kurios užplūdo 

rinką savo agresyvia taktika. Šios vakcinos gali sukelti pagrindines 

neurogeneracines ligas, tarp kurių—Parkinsono ir Alzheimerio 

ligos. Manoma, kad šios ligos vis jaunės. Deja, nežinome, ar šių 

ligų daugės dėl vakcinų, nes tarp skiepijimo ir ligos diagnozės 

praeis gana daug laiko. Tai labai naudinga vakcinų gamintojams, 

kurie daug uždirba iš mūsų bėdų. 

 

The statements are made emphatic through the use of the adverb very and 

the quantifier many in English and Lithuanian and the adjective huge in 

English (translated as daug ‘many’). The quantifiers here emphasise the 

harm caused by pharmaceutical companies and their sinister nature, but at 

the same time, by being highly non-specific, they make the claims elusive 

and vague.  

Similarly to the present study, del Pilar’s et al. (2017) research on 

satirical news in Mexican and Spanish data demonstrates that satirical 

tweets contain more quantifiers than non-satirical ones; however, there are 

no differences between Mexican and Spanish satirical texts. They also 

observe that categories such as certainty and quantifiers, among others, are 

strongly related to hyperbole (McCarthy and Carter 2004), which is used 

for extreme exaggerations in satirical news. Adverbs, which are 

predominantly used in their data to exaggerate or minimize a statement, 

also appeared as a reliable indicator of satirical tweets.  

5. Conclusion 

Even though the results of this study are of limited generalisability due to 

the sizes of the datasets used, this investigation serves as a useful pilot 

study that can help outline the possibilities and potential pitfalls of 

(contrastive) corpus-assisted analysis of disinformation. The findings of 

this study carry important implications regarding several major issues 

which emerged in the phase of data collection and in the empirical analysis 

related to the three research questions raised in this investigation. 

First, as demonstrated in the initial stages of data collection, the very 

size of disinformation corpora is a major concern. It is relatively 

uncomplicated to collect a corpus of disinformation texts in English; 
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however, when lesser-used languages like Lithuanian are examined, the 

number of texts available is highly restricted. 

A second important issue that emerged in the data collection process 

is the limited amount of original content in Lithuanian disinformation. 

Since most of the Lithuanian content comes from English sources, it may 

be questionable whether any distinct language-specific features are likely 

to emerge in Lithuanian disinformation texts. Still, the current analysis 

shows that even when texts are translated and/or summarised, some 

important differences between two languages can come to light. 

On the other hand, when analysing such fluid phenomena as 

disinformation, the role of language arguably becomes just instrumental: 

English texts are generated fast and profusely, can be easily translated by 

disinformation producers into different languages and disseminated in 

fluid media spaces, often making it impossible for the researcher to know 

the original source, the translation tool, or the author’s personal input into 

the output text. When large amounts of data are collected for corpus 

analysis, this meta-information can be difficult to control, but in 

contrastive linguistics these are central variables. One potential solution to 

this problem is to gather texts that explicitly indicate the author and to 

avoid those that are republished and/or lack clear authorship attribution. 

Regarding the research questions raised in the empirical analysis, 

several conclusions can be drawn about the content and linguistic 

properties of English and Lithuanian disinformation. Concerning RQ1, 

which sought to evaluate the content adjustments in Lithuanian texts in 

comparison to the English source texts, the Lithuanian texts vary from 

closely matching translations to significantly condensed summaries of the 

source texts. Another notable trend is the comparatively shorter length of 

disinformation texts in Lithuanian. Unlike other trends identified in the 

current study, this aspect may not primarily stem from cross-linguistic 

differences. Instead, it may be that the frequency of disinformation posts 

is more important than the amount of information in each text, its 

argumentation and development. However, a more specific interpretation 

of this pattern of behaviour would require a different type of research 

instrument, such as surveys or interviews with disinformation conveyors, 

in order to know their real motivations for such choices. 

Regarding RQ2, the type-token ratio (TTR) is very low in the English 

data (0.14) but higher in Lithuanian (0.39), which could be a result of 

typological differences between the two languages. In Lithuanian, as a 
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synthetic language, words can have more grammatical forms than in 

English, which results in more types in non-lemmatised data. Another 

reason may be the smaller size of the Lithuanian corpus, which gives a 

higher chance of encountering items that may appear as rare or unique 

words. However, overall, the TTR is very low in both English and 

Lithuanian as might have been predicted considering the results in earlier 

research. Disinformation texts in both datasets use uncomplicated 

language and minimal content; the latter quality is especially characteristic 

of Lithuanian data. 

My third and final RQ aimed to assess how emphatics and tentative 

language are used in Lithuanian and English data. The study has shown 

that intensifiers are almost equally distributed in both datasets, but 

tentative language is of a considerably higher frequency in English. Such 

trends suggest that the language of disinformation tends to be simple; 

however, Lithuanian disinformation texts prioritise emphasis by retaining 

the same frequency of emphatic wording while reducing the tentative tone. 

In further research, it is important to expand the corpus and develop 

more representative databases, which would include a larger diversity of 

disinformation outlets. It is also important to examine a larger number of 

lexical and syntactic categories for a more substantial comparison of the 

two languages. To assess the lexical diversity in Lithuanian disinformation 

texts in a more reliable way and to solve the issue of a large diversity 

of word forms, in future the TTR indices should be calculated for 

lemmatised data and adjusted for text length. 
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