
While producing this issue of Stockholm Intellectual Property Law Review, we 
are just about to say goodbye to 2022 and welcome 2023, a year we hope will be full 
of growth and repose from the destruction and demise of these last few years. 
After our previous issue celebrating the founder of the European IP Law masters 
programme, Professor Marianne Levin, we are excited to bring you this issue with 
several thought provoking articles that test the bounds of society, culture, art, 
and technology on IP. 
	 In modern times, one of the most present and enduring technological advance-
ments that have had an impact on how we think about intellectual property (IP) 
is artificial intelligence (AI).
	 AI is without a doubt both a trouble maker and simulator testing the ability for 
IP laws to adapt to new applications and technology. From Dabus with its ques-
tion as to whether AI-created inventions can be granted patent protection to the 
next big thing on the legality of  the use of training data in developing AI, AI se-
ems to be a never ending stream of thought provocation. 
	 Microsoft, initially a strong opponent of the open source movement, gradually 
‘joined’ in and even purchased GitHub in 2018, a platform that allows program-
mers to develop and store their open access code. 
	 In 2022, a new kind of AI technology was released by Microsoft that can gene-
rate its own computer code. Github Copilot, as it is named, speeds up the work of 
professional programmers by suggesting to them ready-made blocks of computer 
code that they could instantly incorporate in their work. Programmers seemed to 
love this new tool! Well, at least most of them did. Matthew Butterick, a program-
mer that is also a designer, an author and a lawyer was not so happy with this la-
test Microsoft project and decided to file a class-action lawsuit against Microsoft 
and other high-profile companies that have participated in the GitHub Copilot 
project.1

	 Butterick claims that GitHub Copilot was only possible due to the availability of 
billions of lines of computer code that was made available on the internet.2 It is 
the work of the computer programmers who spend years writing the code, and 
who now are not acknowledged in any way, that in fact made GitHub Copilot.3  
This seems to be the first legal action concerning ‘AI training data’, the most im-
portant aspect  of constructing an AI system. 
	 Of course Butterick’s lawsuit is not the first time concerns as to the status and 
practices of ‘training data’ are raised. Artists, authors, programmers and compo-
sers have during the past few years raised their concerns that companies and AI 
researchers actually used their work without their consent and without any much 
less adequate remuneration. The AI applications built from ‘training data’ are 
extremely broad ranging from art generators to speech recognition systems and 
even automated cars. 
	 Microsoft has claimed that the use of existing code to train AI is done under the 
legal doctrine of ‘fair use’, and this argument is definitely not a new one, however 
it is one that has not yet been tested in the US courts (or elsewhere).
	 Prior to GitHub Copilot in 2020, OpenAI (an AI lab run by Microsoft), released 
an AI system called GPT-3. This is an AI system that has been trained using vast 
amounts of digital text, thousands of books, Wikipedia articles, chat logs and 
other data available online. The system learned to predict what word is to come in 

Editorial
a sentence. Gradually, it began completing the thoughts of an author by sugges-
ting whole paragraphs, then evolving to provide whole pages, poems, articles and 
speeches. In fact, it could even write computer programs. 
	 OpenAI then took the project a step further training a new system, OpenAI 
Codex, that was specifically trained with computer programmes. OpenAI Codex 
then gradually led to GitHub Copilot. And while GitHub Copilot produces only 
simple code that requires the contribution of a programmer in order for it to be 
usable, we know developments run fast. 
	 Butterick is not only concerned with issues of acknowledgement for the authors 
but also with the impact this AI application will have on the global community of 
programmers.4 Being part of the open source community he claims that open 
source software stands today for the most important tech applications we use in 
everyday life.5 While open source code is shared freely, this sharing has its legal 
basis on licenses designed to ensure that it is used in ways that would benefit the 
community of programmers. According to Butterick Microsoft has violated the 
terms of the licenses and in fact, if GitHub Copilot continues to improve it will 
make open source programmers obsolete.6 
	 Of interest here is that Butterick does not base the lawsuit on copyright infring-
ement but instead concentrates on claims that he argues are not subject to a fair 
use defense.7 He argues that companies have violated GitHub’s terms of service 
and privacy policies while also violating federal law that requires companies to 
display copyright information when they make use of the material.8 
	 This lawsuit is representative of the challenges AI poses on the IP system as we 
know it. And makes it clear that the use of training data is without a doubt impor-
tant from an IP law perspective and necessary to ponder. 
	 This issue of SIPLR discusses several issues that are part directly or indirectly of 
the challenges brought on the copyright system by creative processes and techno-
logical and societal changes, and how these should be managed. 
	 In his article, A Reflection on the Cultural Significance of the Protection of  
Classics, Martin Fredriksson discusses the fall and rise of the protection of classics 
in Swedish legislation. Having the Nordfront case as a starting point, he walks you 
through his alluring analysis on the meaning of § 51 of the Swedish Copyright Act 
and in particular the meaning of violation of the ‘interests of spiritual cultivation’.

1	 Complaint, Matthew Butterick v Github, Inc. 
et al. (N.D. Cal.) Case 3:22-cv-06823, Nov 3, 
2022, copy available https://githubcopilotliti-
gation.com/pdf/06823/1-0-github_complaint.
pdf accessed 23 January 2023. 

2	 ibid [84].

3	 ibid [192] - [195].
4	 ibid [164].
5	 ibid [106].
6	 See Cade Metz, ‘Lawsuit Takes Aim at the 

Way A.I. Is Built’ The New York Times (New 
York, 23 November 2022) https://www.

nytimes.com/2022/11/23/technology/
copilot-microsoft-ai-lawsuit.html accessed 
23 January 2023.

7	 Complaint, Butterick v Github (N.D. Cal.) 
Case 3:22-cv-06823 [85].

8	 ibid.
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Frantzeska Papadopoulou

Board of SIPLR, Chair

Following this, Marina Katrakazi, Panagiota Koltsida, Eleni Toli, and Prodromos 
Tsiavos present in their article License Clearance Tool: A holistic open IP and open 
innovation practices among research communities the practical applications of  
a License Clearance mechanism (LCT). As explained in detail in the article, an 
LCT focuses on automating the clearance of Intellectual Property Rights (IPR) by 
ensuring the compatibility among different licenses included in the same resour-
ce. The article delves into the growth of the open source world and the value ad-
ded by the LCT system.  
	 In the third article, Balancing Article 17 CDSMD and the Freedom of  
Expression, Finn Hümmer discusses recent case law, national and EU legislation 
and offers a timely contribution to the debate on the congruity of Article 17  
of the DSM Directive with the fundamental right to freedom of expression 
and information.
	 Finally, in an engaging  contribution, The Machinery of Creation. Oulipo Po-
etry, Copyright & Rules of Constrain, Kathy Bowrey and Janet Bi Li Chan present 
the creative process of Oulipo poetry and analyse the impact of copyright law on 
this form of expression. The authors eloquently reconcile love for the art of poetry 
with copyright law's influence on the art. Concluding with a unique sentiment, 
‘Still, copyright law has quite a lot in common with Oulipo. Obvious similarities 
include that legal reasoning is often imagined as a semi-closed machine, where 
language choices produce new meaning. But there is a foundational plagiarism in 
copyright – the reproduction of a humanist authorial beneficiary of law used to 
anchor the legal machinery of infringement. This confinement means that copy-
right is unable to properly converse with artists or poets about a key difference 
between copyright and Oulipo. Law suppresses the cyborg in all creation.’
	 This issue of the SIPLR is produced by a new group of student editors and a new 
student editor in chief, all of them working toward their masters in European 
Intellectual Property Law at Stockholm University! Without their contribution 
the production of this issue would not be possible. 
	 We hope you enjoy reading this thought provoking  issue 2022 (2) of the SIPLR!

Frantzeska Papadopoulou
Professor of Intellectual Property Law, Law Faculty, Stockholm University
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