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Abstract

This article describes the process of creating a software for composing and 1mprovising
music, now called Reactional Music, and its evolution from a personal tool into a musical
engine for mteractive experiences, primarily i the field of video games. By tracking the
development of the technology over time, with examples of its use i different projects,
the article seeks to highlight the bidirectional way in which my artistic practice and the
software development have continuously mformed each other. The Reactional
technology 1s a generative music engine that enables intuitive control over complex
musical structures by reducing the dimensionality of input data. The original use case was
to manage many multiple musical parameters with just a few mput streams, allowing for
fliid generation and improvisation. This article provides perspectives on the creative
aspects of composing music and developing software i parallel through an iterative design
process. The research method 1s a retrospective analysis of the system across distinct
developmental states, an approach nformed by autoethnographic analysis of the
continuous feedback loop between artistic practice and technological development. The
main contribution of this article 1s to observe the complex, intertwined process of the
technology’s creation, thereby providing crucial msight into the relationship between
software development and the artistic projects that utilised the technology.

Keywords: Composition, Contemporary Music, Game audio, Digital musical instrument,
Human-computer interaction, Interfaces for musical expression, Generative music,
Procedural audio

1 Personal background

As a professional composer of contemporary music, my early musical experiences
continue to shape both my artistic output and my compositional methodology. Having
begun my musical journey relatively late - by forming a punk rock band at fifteen - I did
not receive formal training in music theory or notation until my twenties, driven by a desire
to compose. Without a classical foundation before engaging with contemporary music, 1
have consistently turned to technology as a means of realising my artistic intentions. Over
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The Reactional Technology

time, this has led to the development of several interactive audio tools designed to support
and enhance diverse compositional processes, often created for specific tasks to explore
musical 1deas.

The most generic tool I developed 1s a technology now called Reactional Music.
Different iterations of the same core technology can be found in the previous and current
108 apps Gestrument, Gestrument LE, and Gestrument Pro, as well as in the full product
suite for game music called Reactional Music. In this article, I will refer to Reactional as a
technology rather than software, as the term more accurately captures its development -
including various iterations involving distinct hardware configurations and mput methods.
The article will not delve mto the current state of the Reactional Music technology but
mstead seeks to document and analyse the process of developing the Reactional
technology, and the intricate interaction between software development and
compositional projects that has led to expanded artistic possibilities from its first iteration
until its current form.

From the very first experiments, the technology was never conceived 1n 1solation but as
an evolving tool shaped by my compositional 1deas and explorations. Fach version of the
system was created to facilitate specific artistic goals, and subsequently, each iteration
mfluenced my artistic work. This reciprocity has resulted in a body of artistic projects that
both reflected and shaped the technological development. By systematically saving and
documenting every iteration of the technology - alongside sketches, recordings, and
reflections from each project - I established an archival foundation for analysing this
continuous feedback loop. This archive consists of around fifty iterations of the original
Max/MSP patch (Cycling74, 2024), spanning from the first tests in 2007 to the last active
version 1n 2013. In addition to these full patches, there are multiple versions of several
sub-patches iterated during the same timeframe. From 2012 onwards, when the 10S apps
were released, the archive consists of the user manuals and development notes from the
different Gestrument apps. My compositional practice always involved continuously
saving compositions, resulting i multiple versions of all scores, audio sketches, and
numerous documents with notes that supported the analysis of the autoethnographic
material.

While searching for strategies mn my compositional processes that could help me
combine my interest in making intuiive decisions while still leting me transcend my own
limitations, I tried different ways of composing with the help of technology. During my
studies, I used a combination of audio-based techniques - where I recorded musicians
and then used those recordings as building blocks and as a base for improvisation - and
different computer-aided techniques where the basic material was MIDI and/or lists of
pitch and rhythm matenial that I then shuffled, merged, or randomised in different ways.
Without going into the details of these compositional strategies and techniques, I still want
to mention them, since the driving force behind the use of those strategies was similar to
what later led me to develop the Reactional technology. On a fundamental level, it was
based on finding ways of allowing me to become an improviser and a musician without
having mastered a traditional instrument. During my studies, I described myself as more
of a musical director (as in a movie director or theatre director) than a classical composer,
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and by that I meant that I preferred to be presented with material - from musicians I
worked with, from algorithmic processes, or from my own improvisations - and then take
that material as a base for my compositions. Another very important aspect has been that
I wanted to surprise myself. One early example of this was when I mapped samples of
istruments in a random order on a keyboard and then improvised. This meant that the
keys I pressed did not correspond to the pitches I heard, and I could thereby bypass any
conscious choice of chords or melodies.

I gradually found that I spent more and more time on my audio sketches and that they
almost became pieces 1n themselves, before 1 started to transcribe the sonic sketches 1
had produced. Therefore, I decided to try to find, or build, a tool that would let me keep
the aspects of the compositional process that I liked - improvising, listening, and using
material from sources that I already had a strong connection to - while still letting me
delve deeper mto the possibilities of computer-aidded composition. I also wanted to find
an approach that could lead me to work with the actual score at an earlier stage of my
process. All these aims led me to the development of the Reactional technology, and they
have been important driving forces behind its continued development.

This article starts by describing the original Max patch in some detail, as well as covering
the later iterations of the technology leading up to the fundamental new concept that 1s
the current patented technology as 1t exists today in the app Gestrument Pro and the
Reactional Engine. The three platforms that the Reactional Engine 1s ported to now -
Unity, Unreal, and WebAssembly - are all used to produce video games, interactive
applications, and network-based digital experiences.

At the core of the Reactional technology lies a reduction of dimensionality - controlling
many musical parameters with just a few data iputs, thereby reducing complexity for the
user while also adding possibilities for the composer/audio designer. An example of this
1s found 1n a video where I perform a Klezmer piece together with clarinet soloist Martin
Frost (see Nordin and Frost, 2020: https://voutu.be/allK-wsclc]g), where every note 1s

performed in real-time (as opposed to triggering predefined melodic melodies/fragments),
but where the rules of the software are set up so that every note 1s within the confines of
the song that 1s played.

2 Introduction

2.1 Current research

This article contributes to the growing field of Artistic Research (practice-led research),
which asserts that artistic practice 1s a valid mode of inquiry capable of generating unique,
tacit knowledge. Following the precedents set by Swedish dissertations that use creation
as a research engine - such as Frisk (2008), who employs improvisation to rethink human-
computer nteraction; Nilsson (2011), who bridges the gap between engineering,
musicology, and artistic practice; and Petersson (2025), who studies “musicking” via the
specific act of patching modular systems - this article aims to use artistic means, methods,
and results to generate both theoretical msights and practical knowledge regarding
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iteractive music systems, and more specifically, to provide examples of how the
technological development and my artistic process have influenced each other.

Digital Musical Instruments (DMIs) can often be made to reduce dimensionality since
they are software-based and therefore very flexible. I would argue that this aspect of DMIs
is still not fully explored and could yield much more interesting musical tools and results
in the future. As shown more than twenty years ago by Jorda (2004), DMIs are often
situated in a paradigm based on acoustic instruments where the “score” and the
“orchestra” are two separate things. In contrast, he encourages an approach where the
form and the sound are controlled by the same input, something that he believes would
open a path to new types of musical expression. Jorda’s 2004 observation was insightful,
and the field has since seen significant advancements allowing for tighter integration,
mainly regarding the combination of gesture and sound. Recent work m embodied
musical mteraction, such as Jensenius’s (2013) exploration of sounding bodies and
Caramiaux’s (2014) focus on the ecology of musical interaction, highlights ongoing
research mto how movement and technology can deeply intertwine in musical
performance. More recent studies continue this trajectory, investigating musical “intra-
actions” between musicians and DMIs (Tahiroglu et al., 2020). While these
developments are pushing towards the unified control Jorda envisioned, the full
realisation of this concept in mainstream musical expression is still ongoing due to legacy
practices, technical challenges, and the diverse artistic goals of developers. Therefore,
while progress 1s evident in niche areas and research, the complete fusion of form and
sound through a single input remains more of an evolving frontier than a widespread norm
i musical practice.

This article also builds on the research by Magnusson (2010), where he describes DMIs
through the three perspectives of atfordances, constraints, and mappings, claiming that
mapping the constraints of a DMI should be considered a compositional process. That
aspect 1s important in this article through its in-depth case studies of how a personal
compositional tool developed into a generic musical system driven by real-time imput data.

Some aspects of the origins and development of the Reactional technology have
previously been described by Bacot and Féron (2016), Lihdeoja (2019), Nordin (2010,
2020, 2024), and Asplund (2022), but the current article 1s the first fully chronological
description, which includes examples from some of the musical compositions created with
this technology to highlight and exemplify the technology at its different stages. T'o put this
i context, 1t should be stated that the Reactional technology has been used in many
compositions since its first iteration m 2007, both by myself and by other composers.
Apart from being used by contemporary composers, it has also been used extensively by
those who have bought and/or downloaded the different versions of the 10S app:
Gestrument (2012), Gestrument LE (2013), and Gestrument Pro (2018). These apps have
been downloaded by more than 150,000 users, and many users have posted their tracks
on platforms like SoundCloud, YouTube, and other online channels.

The first iteration of the Reactional technology was as a Max patch controlled by a
Wacom tablet (a drawing tablet with a pencil, which allows access to data from pressure,
tilt, and buttons) that was used as a personal composition tool, mainly as an
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improvisational device to generate material for scored compositions. After becoming a
commercially available app m 2012, the technology was then patented in 2018 and has
since been developed into a Software Development Kit (SDK) coded mn C and ported to
the video game engines Unity (Unity Technologies) and Unreal Engine (Epic Games), as
well as to WebAssembly.

The first commercial application of the technology was an 10S app called Gestrument.
The name was meant to be descriptive since 1t was a gesture-instrument, and the
mmplications of gestures throughout the development process have been many and
mmportant. On the other hand, gestures have never been the starting pomnt - there has
never been an analysis during the process of what kind of gestures would produce which
kind of music. In part, that has been due to a lack of interest in gestures in themselves on
my part, but also because the wide-ranging possibilities in the technology of setting up
different musical scenarios and rules have meant that one specific gesture would produce
very different results depending on the present settings and mappings. Therefore, this
article will not go mto any length in describing the relationship between the Reactional
technology and the different mnput methods and gestures used to drive it.

The process of developing this technology has been as much a compositional
endeavour as a technical one, where constraints and affordances shaped both the tool
itself and the artistic expressions it enabled. The analysis and descriptions will, for
mstance, draw on the research on interactive music systems by Rowe (1993) as well as the
attempts at classification of DMIs made by Malloch, Birnbaum, Sinyor, and Wanderley
(2006). Even though this article 1s more focused on the interrelations between technical
development and my artistic practice during the development of this specific technology,
it also touches on future possibilities for using this and similar technologies in video games
and, to a lesser extent, in Smart Musical Instruments (SMIs) as defined by Turchet,
McPherson, and Fischione (2016).

2.2 Aims and methods

This article documents the development of the Reactional technology through archival
analysis of software development from 2007 onwards. Furthermore, it provides an analysis
of the development of my own compositional techniques across a series of artistic projects
in the same time frame and how they informed, and were informed by, the technological
development. By comparing the different iterations during the development, the article
seeks to show how limitations mn earlier versions led to specific innovations and how
artistic needs prompted new functionalities. Each artistic project discussed in this article
functions as a case study, offering concrete examples of how the technology has been
applied and adapted. These case studies not only illustrate the practical use cases but also
highlight the conceptual shifts throughout the development process.

While the systems use gestures as control data to drive the music in real time, the focus
in this study 1s not specifically on gesture-music mappings. Rather, it 1s the compositional
and design processes that are 1n focus, contributing to the broader field of digital musical
mstrument research. The purpose of this study 1s toanalyse the reciprocal
development between the Reactional Music System and my compositional practice from
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2007 to 2018, thereby unpacking the creative potential mherent in their mterlocking
processes. The research questions are:

e How did my compositional processes during 2007-2018 inform the
development of Reactional Music?

e How did the technological novation during the development of Reactional
Music contribute to my own compositional practice?

The analysis m this article 1s based on the archival documentation of the software
development since 2007, and by comparing five distinct technical iterations, it seeks to
show how limitations in earlier versions led to specific innovations and how artistic needs
prompted new functionalities. Each artistic project discussed here functions as a case
study, offering concrete examples of this reciprocal process.

The five artistic projects detailed below were selected as illustrative case studies. They
provide the clearest, documented examples of the system’s reciprocal development,
demonstrating instances where (a) the technology mformed novel musical
outcomes, or (b) compositional requirements that prompted the creation of new features
within Reactional Music.

The compositions that I will use 1n this article are the following:

1. Surface scintillantes (2008). Commissioned by Ensemble XXI i Dyon. The
first prece composed with the Reactional technology.

2. Pendants (2009). Commissioned by Ensemble I’Itinéraire in Paris. The first
example where I composed music I never would have written without the
Reactional technology.

3. Vicmities (2011). Commussioned by the Swedish Radio Symphony Orchestra.
In this piece, requests from the soloist for more rhythmic music led me to
develop new features in the Reactional technology.

4. Arr(2014). Commissioned by the Royal Stockholm Philharmonic. This piece
lustrates how the Reactional technology worked well for sketching, but where
I needed to abandon it for the final composition due to constraints. The same
piece was also used in the Dream project that 1s covered 1n this article.

[

Emerging from Currents and Waves (2018). Commissioned by the Swedish
Radio Symphony Orchestra and Orchestre Philharmonique de Radio France.
This piece utilised the soloist Martin Frost and the conductor Esa-Pekka
Salonen as soloists performing on the Reactional technology live during the
performance, which added new possibilities and complexities.

The original 1idea behind this technology was to provide a tool for my own compositional
needs, and since I have composed practically every work since 2007, i full or in parts,
using the Reactional technology, it must be considered a goal accomplished. This article
seeks to describe the reciprocal relationship between technological development and the
artistic 1deas in the compositions in which it has been used.
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3

The original composition tool

3.1 Reactional Music pre-history

Computer-aided composition (CAC) 1s a vast area of research that has been developed

and documented over several decades. Even though I was not aware of it at the time of

my studies, 1t 1s very clear in retrospect that I was researching software and strategies that
would later form the framework of my new compositional method. The tools listed below
were used and explored mainly during my studies at the Royal College of Music (1995-
2001), at IRCAM (2002-2003), and at Stanford University (2004).

1.

Composer Tools (CT) by Pir Lindgren. CT was programmed in HyperCard
and gave the user access to a wide collection of contemporary compositional
techniques. It had a depth and breadth that I personally did not delve into fully,
but I used 1t to explore different aspects of musical 1deas, or as I expressed 1t at
the time, to let the computer improvise for me and present me with material
that I could then use for composing. CT was developed during the 1980s and
1990s, and there 1s practically no online literature on the software, even though
I still have a copy of the user manual in my library. The software 1s mentioned
i a Studio report from the Royal College of Music by Brunson and others
(2002).

OpenMusic (OM) from IRCAM. OM was developed as a continuation of the
composition software PatchWork and 1s widely documented (e.g., Assayag et
al., 1999; IRCAM, 2024). Personally, I never started using OM 1n my actual
compositions. I tried finding ways and strategies that would work, but they never
fit what I wanted to do, and I kept working with CT instead. That being said,
the experience of learning the software at IRCAM was informative for my future
development of Reactional.

3. Real Time Composition Library (RTC-lib) by Karlheinz Essl. The RTC library

has been under development since 1992 and 1s documented in Essl (2024). This
was my first test of using real-time tools to generate material, and I used some
of these tools in a few pieces. I never felt that I could use it to compose the
music I wanted to, and the result became more like etudes and technical tests
where only a very lmited number of those were used n actual composition.

Boids algorithm by Craig Reynolds. The most direct starting point for the
Reactional technology must be said to be the 1dea that I wanted to use the Boids
algorithm to generate musical material. This algorithm 1s used for simulating the
movements of moving flocks or animal herds and was developed by Craig
Reynolds (1987). I had 1dentified that my music often moved like clouds or
flocks, and one of the audio tools I used the most was an audio object I
developed in Max/MSP that I called “Heterophony”. This object is basically a
randomised delay line that takes an audio mput and plays it back a predefined
number of times with more or less randomised length of the audio snippet and
delay of the playback starting point. When I wanted to translate that into musical
data that I could use in a score, I thought that the Boids algorithm was a good
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candidate. The Boids algorithm exists as a Max/MSP object, and I tried several
different ways of controlling it and interpreting it without getting any material
that sounded like what I was looking for. This was the final trigger for trying to
develop something myself, where I could improvise over a given scale and
rhythmic material to produce a material that I wanted to use mm my
composlitions.

3.2 The orniginal Max patch

After using different tools and strategies I started to have a clear 1dea of what kind of
technology I wanted to use when composing. I knew that many composers used a Wacom
tablet for manipulating sound, and that felt like a very intuitive and direct way of creating
a personal instrument. I had also defined what kind of music I wanted to generate, in the
form of heterophonic movements. When I had envisioned what I needed in a
compositional software tool, I tried to find out if anyone had made such a tool already. 1
found software that had some of the aspects of what I was considering, but I could not
find anything that did what I wanted, so I tried developing it myself. In 2007, the first
version of the technology was developed as a Max patch controlled by a Wacom tablet. It
mapped pitch and rhythm to the x- and y-axes of the Wacom tablet and thereby created
a collection of playable mstruments with some level of parameter control. The full Max
patch typically consisted of eight to twelve such instruments being played at once. In two
videos from the music centre GRAME. in Lyon, percussion professor Jean Geoffroy and
I briefly demonstrate the Max patch 1n its state at that time (see Nordin and Geoffroy,
2011: https://vimeo.com/24004279, https://vimeo.com/24002171). This turned out to be
a pivotal moment, since 1t was when testing my personal tool with a new mput method

controlled by another musician that I started to realise the potential of the technology 1
had developed.

The design of this Max patch reflects the rather intuitive and unstructured development
process, where new features were added over time and then inserted mto the design
without any predefined plan or organisation. The basic principle stayed the same over the
five years of development (2007-2012), but several new features were added during this
period.

Figures 1 and 2 on the next page illustrate similarities and differences between what I
then called an “instrument” (the parameter setup for a specific part) in two versions of the
patch from 2007 and 2012. Many fundamental things are the same, some are different,
and a few parameters and possibilities have been added. The full Max patch was made up
of several instances of these instruments, as well as global parameters like scales or presets.

STM-SJM vol. 107 (2025) 161


https://vimeo.com/24004279
https://vimeo.com/24002171

Jesper Nordin

Pitches ctl  Dynamics ctl

b1

lor - flor - [EEEEUC on -
i 1/4-tones
p127 [ p10  p127 | Pitchbend ctl el - m On
Mox. L Lengthctl [er . 1 127 10 | b 127 Bendctl o]
; i Min  Max

Pitches ctl Dynamics ctl

Length ctl

. Min Max
o “or —Jor—or [

Off

Random

Random pitch )0 Trill  poO Random rhythm p0 % Random pitch Trill Random rhythm Random pause

Continuos rhythm ctls BPM rhythm ctls BPM rhythm ctls
Smal Large Divisor BPM Divisor BPM Multiplier On/Off ctl
»0 po po po | b1 p1 p1 1 8 96 96 mBPM
Min Max Min Max Min Max Min Max

Min Max  Min Max  Min

Global
Pattern m

On/Off ctl On/Off ctl Global BPM

i_midip,ayer Instrument MIDI ch VI8 Active
Instrument MIDI channels | Override rhythm Acoustic Grand vip1 Legato [{elij
Acoustic Grand v o >0 MIDI object

MIDI object Override input
AU DLS Synth 1 Input active ¥

autopattr #1 @autoname 1

off Loop el 10
EDIROL PCR EDIROL PCR MIDI OUT o
draw_scale a

autopattr instr1 @autoname 1

Figure 1: First version of a basic instrument from  Figure 2: A later version of a basic instrument from 2012
2007

Here 1s a detailed description of the instrument shown in Figure 2:
1.

Starting at the top left, there 1s a section with the generic mapping of pitches
(regardless of which scale 1s used; the scale 1s defined 1n a global part of the patch)
called Pitches ctl. It defines which mput to use (vertical meaning the vertical axis of
the Wacom tablet - all similar black boxes consist of a list of input choices, ranging
from the tilt and pressure of the Wacom pen to Faders and Knobs on different
external MIDI controllers), what the minimum and maximum pitch 1s for that
specific mstrument, and 1if those minimum and maximum values should be
changeable, and 1f so by which parameter (Off meaning that in this setting they are
not changeable by any mput control).

To the right of the Pitches ctl, there 1s a section with the same settings as those
described above, but here dedicated to dynamics mstead of pitches - Dynamics ctl.
To the night of the Dynamics ctl, there are some miscellaneous controls, including
dynamic control over quarter tones, how to control pitch bend, control of note
lengths, and which type of randomisation to use.

Below that first row of the parameters sections, there 1s a full row of randomisation
parameters and a trill option. They all work in a similar way, where a control input
1s defined to control a number box. These number boxes are all changeable n real
time with the control input but have different ranges: Random pitch (0-24), Trill (0-
12), and the Random Rhythm and Random Pause (0-1009). This means that the
random pitch can be from 0 (no randomisation) to any random value between 0 and
24 scale steps over the given value; the trill can be from 0 (no trill) to trills of 1-12
scale steps; the randomisation of rhythm can be from 0% (no randomisation) to
100% (the onset can then happen at any place between the given value and the next
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given value); the randomisation of pause (which in practical effect means that a given
note 1s ignored) 1s between 0% (no pause) and 100% (only pause).

Below the parameters section, there 1s the rhythmic control with three different
parameters: Divisor, BPM (Beats Per Minute), and Multiplier. The way this patch
worked with rhythm was to have a defined BPM (individual for each mstrument)
that was then divided into smaller units and/or multiplied by a factor. In Figure 2,
the BPM never changes (it goes from 96 to 96) and 1s never multiplied (going from
1 to 1), but it 1s divided mto units from 1 to 8. These units are then mapped to the
horizontal axis of the Wacom tablet so that on the far left corresponds to quarter
notes (or whatever unit 1s used as base for the BPM), and then it will be divided by
mtegers between 2 and 7 to finally land on a division of 8 at the far right of the tablet
(which would mean 32nd notes if we started with a quarter note).

To the right of the basic rhythmic control, there are some other parameters also
affecting rhythm in different ways: On/Off ctl, Global BPM, and Global Pattern.
The On/off ctl defines how to turn this specific mstrument on or off; most
commonly, that was done with the touch of the Wacom pen to the tablet. The
Global BPM overrides the local BPM control with a global tempo, which can be
static or dynamic - it can, for mstance, be triggered by an attack detector on an audio
signal. The Global BPM 1s dynamic and can be turned on and off by a control input
while playing. Finally, the Global pattern 1s a way of using rhythmic patterns instead
of just subdivisions; there can be up to eight rhythmic patterns predefined, and each
mstrument can use one of them. This 1s not dynamic and can therefore not be
changed while playing.

Below the dark, narrow section called jn_mudiplayer (which 1s the actual patcher
with the musical logic inside), there are controls defining which GM (General MIDI)
mstrument, MIDI channel, and MIDI port to use. None of these aspects was
dynamic in nature.

The final section to the bottom right has four parameters that are not really
connected to each other. At the top, there 1s a control for whether the mstrument
should be active or not; this was used to be able to add and subtract instruments
while playing. The second control turned out to be a fundamental part of the
technology and 1s named Legato (possibly not a fully musically correct name). The
“legato” mode makes the mstrument ignore any onset that has the same pitch as the
onset before, and thereby, it 1s possible to play long notes even though the horizontal
axis actually 1s a rhythmical grid with fixed note values. The third control was for
recording loops, but in a rather different way. The loop playback starts as soon as
the Wacom pencil stops moving (while still touching the Wacom tablet), and the
loop that 1s played back consists of the last events that were played before stopping,
both regarding rhythm and pitch. The exact number of events in the loop was
specified per mstrument. Finally, in this section, there was a Draw scale box that
could be opened and where each mstrument could use its own scale. This was
developed from using the 1dea of drawing the scales freehand but was later expanded
to accommodate other ways of defining scales as well.
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Apart from these parameters in the individual mstruments, there are several global
controls, where the section that handles scales 1s the most fully developed. At first, the
scales used were octave-based and used standard temperate tuning, but early in the
process, support was added for scales that use quarter tones, as well as for scales that have
a different scale base than twelve. The scales were defined by setting the highest and lowest
pitch, the active pitches on two keyboards (one with quarter tones, one without), and the
scale base, or modulo, of the scale - as seen 1n Figure 4 below. The scale shown in Figure

41s C-minor with both the third and the seventh degrees being a quarter tone high, starting
on MIDI note 24 and ending on 108.

Freehand drawn scale

Ordinary pitch

108 Highest pitch

24 Lowest pitch

12 Scale base

Morph siider Morph result

Quartertone pitch

Fraehand drawn scale

Full quartertone scale I

Figure 4: Scale definition Figure 5: Morphing between
different types of scales

At an early stage, the possibility to use freehand drawn scales was added, as well as the
possibility to morph between a more traditional scale that goes from low to high pitches,
and a freehand drawn scale that can go in any direction. This 1s shown 1n Figure 5, where
a morph slider can gradually move between two extreme positions that are defined in
advance, 1 this case, a full quarter tone scale to the left and a freehand drawn scale to the
right.

The next logical step, after working with freehand drawn scales and morphings, was to
start importing MIDI files and use them as scales (that 1s to say, not using the pitches n
the MIDI file and sorting them to get the actual scale it 1s in, but rather using a MIDI file
mstead of a scale, so that the first pitch in the melody was mapped to the bottom of the
Wacom tablet and the final pitch of the melody was mapped to the top) and morph
between them and/or other types of scales. This was implemented i 2010 and became a
defining feature of both the continued compositional process with the Max patch and an
important part of the 108 apps that would follow. Especially the app ScaleGen, which did
not use the core Reactional functionality but rather expanded on the i1deas of pitch
material transformations and compositional techniques, became an intuitive multitouch
tool for all genres. The ScaleGen app 1s not covered in this article since it 1s not really part
of the core functionality, but some of the aspects in that app were later re-incorporated
mto later versions of the technology to some extent.

Other important additions were, for instance, the added possibility to use other types
of external support, mainly support for other types of external support, mainly in the form
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of the Kinect motion sensor. These global parameters were added 1n the full overview of
the patch (see Figure 6 on the next page). This also showcases how the patch looked when
opened - primarily an overview of the instruments and their settings. To the top left, all
other settings were added, some on the top level, and some one level down in different
sub-patches.

1) Jean - full chromatic.  3) Ensemble - quasi folkipenta
2) Clarinet - quasi fok  4) Ensemble - val

Master

Figure 6: Patch overview

3.8 The first compositions

This first Max patch was only used by myself, since there was no documentation for the
patch and no distribution. I used it to improvise within a predefined material and record
everything I did, to later be able to browse through the material and choose the parts 1
liked the best. A lot of the material for the first pieces I composed with this tool was
actually recorded while I was developing the first version of the software. When the Max
patch was done 1n its first iteration, I realised that I had collected so much material during
the development process that I did not need to use the actual patch for a long time. The
first prece I composed with this tool 1s the chamber ensemble piece Surfaces scintillants
(2007). Figure 7 on the next page shows an example of a MIDI file, unedited apart from
the time signatures, from the compositional process of Surfaces scintillants, and Figure 8
shows the same section in the final score. With this process, I wanted to enable mtuitive
mmprovisation i real time on the full ensemble while having global control over
parameters like harmonic and rhythmic content. This early version of the Max patch was
therefore made to easily allow for instruments to be turned on and off while improvising,
as well as having ways of changing the global harmonic content of the music. In this way,
the role of the composer could be described as a conductor-improviser, who had control
over the entire ensemble while still controlling the actual notes and phrases that were
produced. The creation of the final score from the unedited MIDI files involved a more
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traditional compositional process where the music was re-transcribed into a more
idiomatic form for the mstruments as well as phrased more organically. This transcription
process can be described as part informed proof-reading - to make sure the music can be
played on the mstruments - and part composing. I was in no way trying to be truthful to
the generated material, so anything that was deemed not to add to the character of the
piece was edited or deleted. The role of the technology at this stage could be described as
a material generator, and as such, there was no demand for a coherent graphical
representation or a musically consistent structure in the output; that was left to the
transcription process afterwards.
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Figure 7: MIDI file sketch from Surfaces scintillants Figure 8: The same excerpt from the finalised

score © Edition Peters

Pendants (2009) 1s another chamber ensemble piece in which I used the same approach
as outlined above. In an article about the composition process of the piece, I wrote a first
public walk-through of this technology and the concepts behind it (Nordin, 2010). In
Pendants, I had my first experience of composing music with this technology that resulted
i music that I would never have thought that I would like. While developing the
technology and during the first pieces I wrote with 1t, I mainly used it to generate a type of
material that I already had an idea of how it would sound. But with the new mappings I
could make with the tilt and pressure of the pen, I added a rather unpredictable control
over playing techniques in the software sampler. Therefore, I ended up with a long section
of staccato scratch notes, that did not sound at all like anything I had ever composed
before, and I realised that the element of surprise in the compositional process could be
taken much further than what I had done before. Since then, I have often designed
musical situations where there are some parameters that go beyond the range that would
feel natural for me by default.

One nteresting recollection regarding these first compositions was that I felt that my
music had changed at its core and sounded completely different - I remember being
afraid that people might not recognise my personal style anymore, since I found the result
so profoundly different from my earlier compositions. Therefore, I was very surprised
when I asked several friends and colleagues about this and got the reply that they thought
it was very much mn line with my earlier work, and that they would not have been able to
say that I had changed my compositional process. This discrepancy between my own
experience of the music and that of others was a source of major comfort to me and made
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me think that the working process one uses as a composer actually 1s less important than
one could imagine - there 1s always a personal filtering process that determines the actual
aesthetic choices, no matter which composition process 1s used.

The technology was also used 1n orchestral compositions, for mstance, in Vicinties
(2011), which 1s shown 1 Figures 9 and 10, and Frames in Transit (2012). In the later
piece, the Max patch was also used on stage as a live mstrument for the first time.
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Vicinities 1s a piece I have used often as an example when explaining my compositional
strategy, since the working process was very clear in a way that 1s unusual for me. In
Vicinities, 1 had some very clear musical 1deas for the basic material when it came to
tonality and the role of the soloist. With those 1deas in mind, I then spent two full weeks
only improvising while recording everything. Since that gave me a lot of matenal, I was
careful to take notes on what I found was the most musically iteresting parts, so I could
navigate the compositional process that was to follow. After these weeks of improvising, 1
started to make choices, organising the different parts in a coherent form, using the
improvisations as building blocks. It was first after I had a form that I believed in that I
started to use the raw MIDI material I had and turn that into a score through my
transcription process. The composing of this piece took around nine months, and almost
the entire score was based on the improvisations I did during those first two weeks.

The examples above from the piece Vicinities are chosen because they highlight how
the technological development was driven by compositional 1deas. The first iteration of
the Max patch that was used in Surfaces scintillants was not focused on rhythmic, pulse-
based music, and therefore, the unedited MIDI data was often lacking in rhythmical
precision. When adding more rhythmic possibilities, like rhythmic patterns and more
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dynamic control over the rhythmic content, the unedited MIDI data became more
coherent and usable. The material was still treated in a similar way though, using the
unedited MIDI data as a raw material to be freely changed and refined to fit both the
musical expression and the 1diomatic qualities of the mstrument.

This excerpt from the bassoon cadenza of the third movement of Vicinities shows both
the more rhythmically precise result in the unedited MIDI data as well as illustrate the
difference between the unedited MIDI data and the final composition, which 1s similar to
the difference between the two examples from Surfaces scintillants.

4 The first iOS app - Gestrument

4.1 The Gestrument app

In 2011, I started the development of the first 10S app, Gestrument, together with
composer and software developer Jonathan Liljedahl. The first idea was to take all aspects
of the original Max patch and make an 108 app, but early in the process, we decided to
limit the scope of the app to make for a coherent and usable application. One of the first
aspects that was limited was the work with scales. Some aspects of the original Max patch
were still present, like for mnstance the scale morphing slider and the possibility for quarter
tones, but much of the functionality was not migrated to the app. This was remedied in
2014 when a second app called ScaleGen was released by the same team of developers.

This article will not go mto the details regarding the structure of the Gestrument app,
since the promotion videos and the user manual do this in a thorough and coherent way.
What 1s important for this article 1s rather to highlight the role of this app as a
developmental step. It 1s clearly a step forward from the 1deas mn the original Max patch,
but still not as fully formulated as in the next iteration, Gestrument Pro, and the patents
granted at that stage of the development.

The mput and expertise of Jonatan Liljedahl was a fundamental and instrumental part
of the Gestrument app. Liljedahl had recently started to make 10S music apps under the
name Kymatica and had released a few successful apps already, and released many more,
even more successful apps in the upcoming years. His combination of design skills, deep
musical knowledge and experience of software development in his own apps as well as
jomt projects like Supercollider (see Hall, 2016), made him uniquely positioned to
develop the app.

Many design choices which limited the functionality were made to make the application
understandable and relatively mtuitive for the users. The app ended up having eight
mstruments and four sliders that could be used for one task each: Rhythm randomness,
Pitch fluctuation, Pulse density, and Scale morph (see Figure 11). In the edit area (see
Figure 12), the rhythmic material that could be used was limited to a predefined selection
of note values, and the scales were based on an octave (modulo was always twelve half-
tone steps) with the possibility of quarter tones. The settings for range and randomisation
were static, so once 1t was set up for an mstrument, there was no dynamic control.
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Figure 11: The playing area of Gestrument from 2012  Figure 12: The edit area of Gestrument from 2012

Already during the first year after its release, many parameters and possibilities were
added - for mstance, a Rhythm pattern possibility, transposition buttons in the playing
area, and functionality to make it work with other apps and hardware (MIDI Clock and
similar).

After the release of the original Gestrument app, more people started using the
technology, and many different examples of how it could be used n versatile musical
genres and surroundings emerged in online videos like the ones from Gestrument (2012),
Gilligan (2014) or Olvier (2014). Since the first Gestrument app, there has been a
constant stream of suggestions for new or revised features from the users. This way of
receiving information and suggestions from users 1s, of course, the preferred method for
developing commercial software, and the development team collected all these
suggestions and went through them when updates were planned. Many of these changes
regarded practical things like connectivity to other apps or different design choices. But
the main driving force of the fundamental musical functionality was driven by a
combination of ongoing discussion between me and Liljedahl and the actual artistic
projects that the app was used 1n.

4.2 Some examples of compositions made with the Gestrument app

The orchestral piece Arr (2014) is an example of a piece that continues the rhythmical
work that was done mn the original Max patch. The title of the piece means “scar” i
Swedish, and it 1s mspired by the music of the metal band Meshuggah. More specifically,
it 1s inspired by a song called “Bleed” from the album Obzen tfrom 2009, which has a high
level of rhythmic complexity combined with a basic niff that melodically 1s just a small
glissando up and down. I decided to use the same basic concept and mapped string
mstruments to the eight instrument slots in the app, each with a different set of note values
and a different range of the glissando. Sometimes the instruments used the same rhythmic
pattern, sometimes different variations. With this basic setting, I started improvising on
the material and became fascinated by the possibilities of this rather basic setup (see
Gestrument, 2014: https://voutu.be/nngbrMkIYOO0).
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The composition of the piece then started with these improvisations that were used
more or less in their original form at the end of the piece. In other sections of the piece,
I used the improvisations I did more as placeholders, to indicate the length and direction
of a section, but then I composed the music in a much more structured and systematic
way. The similarities between the free improvisations and the more systematic versions of
these sections are noteworthy, since the global sounding results are similar, but on the
detailed level, they are different. This 1s seen n the two examples in Figure 13, which
shows a raw MIDI file from an improvisation, and i Figure 14, which 1s taken from the
score where I had found a way of systematically approaching the music. Basically, what
happened was that the material I had improvised was too detailed and complex for me to
use through my normal previous transcription process, and it became more difficult to re-
transcribe the improvisations than to compose the section in a more systematic way from
the ground up, which was what I ended up doing. Therefore, this example, which in many
ways 1s one of the clearest examples of how I mmagined the music through the
technological possibilities and limitations of the app, 1s at the same time a clear example
of the limitations of the technology as I used it at the time.
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Figure 18: An unedited MIDI file sketch from Arr
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Figure 14: A similar section from the finalised score © Edition Peters

Another piece composed with this version of the technology 1s Sculpting the Awr (201)5),
for the French ensemble TM+, commussioned by IRCAM. The working process of
creating the piece was tracked and documented by the researchers Baptiste Bacot and
Francois-Xavier Féron, who identify the composition as related to current artistic
explorations of the role of gesture in musical composition and performance, noting that

Nordin’s concept in Sculpting the Air 1s part of a musical trend that concentrates on the
conductor’s gestures, although the number of pieces - apart from soundpainting
improvisations - 1s quite small. The role of the conductor in Nordin’s work appears
nonetheless unique in several ways: not only he has to conduct the ensemble n the
traditional manner; he also has to control the electronics gesturally, as well as play
suspended bells. Another difference from de Mey’s and Schubert’s work 1s that in
Sculpting the Air, the conductor 1s not directly equipped himself, but 1s surrounded with
the sensors. Moreover, Nordin did not mvent a whole new gestural language for the
conductor to learn and use; rather, he expanded the conductor’s traditional gestures into
the realm of electronic interaction. As he explains:

The movements of the conductor have a lot of exformation that, of course, differ greatly,
depending on who 1s watching. But the relatively small amount of measurable information
i the movements lends itself perfectly to a first experiment with delving into the
exformation of musical aspects. This 1s done for instance by taking the ordinary gestures
from the conductor and placing them in a new and expanded context where the result will
be different (WD 1) (Bacot and Féron, 2016, p. 5)

Sculpting the Airwas one of the last pieces I composed with the original Gestrument app,
and by then, the Iimitations of this version of the technology had started to become
obvious. The fact that many things were hard-coded into the app and could not be
changed - everything from the performative shders i the playing area to the rhythmic
subdivisions - created frustrating limitations when specific ideas were pursued. Other
limitations, like the number of instruments - and even more so, the number of playable
cursors - made it less than 1deal when I was starting to plan to use the technology in larger
settings, such as orchestral works.
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The lessons learned from my artistic projects, coupled with mput from the growing
user base, gradually made it clear to us that we needed to make a fundamental overhaul
of the entire codebase. The Gestrument app was a hard-coded version of a concept that
we believed could be remade in a much more modular and generic way. Therefore,
updates were stopped for this app and all development work was instead focused on the
next step. At that point, we started visualising how a musical generative engine could be
concelved to function as a versatile musical instrument as well as a procedural music
system to be driven by other types of data.

5 Making it generic — Gestrument Pro and Patents

2.1 The App Gestrument Pro

Much 1n the same way as with the Gestrument app, this article will not discuss all details
of Gestrument Pro, but will instead contextualise and describe the general outline of the
concept and 1deas behind it. For anyone who wants a deeper understanding, there 1s an
overview video and a user manual, as well as many other online tutorials from the
company Gestrument AB (renamed Reactional Music Group AB in 2022) and from users
and reviewers.

The development was still done fully by Liljedahl, while the concepts and design
choices were made collaboratively by us. We had many lengthy discussions and many
development boards on 1deas, concepts and use cases.

Going back to the beginning of the work on Gestrument Pro, one of the fundamental
design choices was to make this technology as modular and generic as possible at its core.
Figure 16 (see below under 5.2) shows the basic structure of the new approach, where a
Pitch Generator and a Rhythm Generator are combined nto an Event Producer. These
generators could then be exchanged and, even though the first version of Gestrument Pro
only shipped with two pitch generators and two rhythm generators (or Pulse Generators
as they are called in the app), the plan has always been to expand on that and make more
generators of different kinds.

Without covering Gestrument Pro i too much detail, there are still some basic
observations to make that show the many changes that were made. Gestrument Pro was a
completely new app, made without reusing anything from the codebase of the first
Gestrument app. This was an early decision since the first version of the app had many
hard-coded design choices that were now redesigned to become generic and modular.

Some of the most obvious differences are that Gestrument Pro 1s a multi-touch
instrument with up to eight touch points (cursors) that can control up to sixteen different
mstruments n any configuration, as can be seen i Figure 15. There are eight sliders that
can be mapped to most parameters in the instrument settings, and there are eight scale
slots to more easily change the tonality of the produced pitches. The shders can also be
used as “via” shders, where, for instance, the amount of randomisation or the range of an
mstrument 1s mapped to a slider, making the sliders powertul tools for both real-time
improvisation and for compositional work, where they can be used to control formal
aspects by changing the global aspects of the music.
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Figure 15: The 108 app Gestrument Pro from 2018

J.2 Patents

In 2018, the new 10S app Gestrument Pro was released, and before that, two patent
applications were filed - patents that have since been granted i several countries. The
patents are called Instrument and Method for Real-Time Music Generation and Real-
1Time Music Generation Engine for Interactive Systems. In the granted patents, one of
the defining aspects 1s that the musical rule sets that define the pitches and rhythms in this
technology are composable. Therefore, 1t 1s possible to find new expressions and
situations, wherein the technology can be understood as something between a playable
mstrument and a composition. This concept and a first attempt at a classification of this
situation was studied in an earlier article (Nordin, 2020). Another fundamental aspect of
the technology, as described in the patents, lies in its focus on real-time driven mnput data.
No matter 1f the technology 1s used as a DMI by an active musician, as the run-time
musical engine 1n a video game, or as part of an interactive exposition, it 1s always driven
by the input data.
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Figure 16: Image from granted patent

2.8 Compositions

The release of the app coincided with the premiere of a large-scale work, i which
Gestrument Pro had been used both as a compositional tool and as a live performance
tool for the soloist and the conductor, letting them drive virtual mstruments with the
movements of their hands. The piece is called Emerging from Currents and Waves (2018
a, b & ¢), and was composed for clarinet soloist Martin Frost, conductor Esa-Pekka
Salonen and the Swedish Radio Symphony Orchestra. One of the fundamental ideas with
this project was that the soloist and the conductor would both be controlling virtual
orchestras with motion sensors through the Gestrument Pro app. The virtual orchestras
always matched the live orchestra - a live interaction designed already in the
compositional process. Therefore, the same settings were used in the app when the
soloists controlled the virtual orchestras as when I composed the piece. In that way, the
notated gestures of the soloist and the conductor, as seen in Figure 17, would always
produce results synchronised with the orchestra’s performance of the fully notated score.
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Figure 17: Excerpt from Emerging from Currents and Waves © Edition Peters

In this video, there are several examples of how the virtual orchestras, performed with the
motion sensors and the Gestrument Pro app, are in the same style and character as the
orchestral score (see Berwaldhallen, 2018: https://voutu.be/J[IKPZVaVgbc).

The app Gestrument Pro was always considered as a kind of foundation that was to be

as versatile and as generic as possible, since the plans for expanding the technology into
new areas had already begun while the app was being developed. Therefore, the next step
that was taken - directly after the release of the app - was to start porting the app to a C-
library, to enable the technology to function in practically any use case on any platform.

6 Making it scalable — Reactional Engine

0.1 The Reactional Engine
In 2019, the development of the Reactional Engine started with the aim of porting the
core functionality with as few dependencies as possible, since the use cases envisioned
included many different platforms. In parallel with the extraction of the codebase from
the app and stripping it of any 10S-specific code and functionality, the different use cases
were examined, and some major drawbacks were remedied by adding more pitch and
rhythm generators that were custom-made to cover use cases where the
composer/developer needed to have more precise control over the specific output.
Therefore, the development process entailed adding new functionality while at the same
time porting the existing functionality to the new codebase.

The base for the first Reactional Engine was called GE_Core and was visualised as in
Figure 18 on the next page and described in the documentation as

a high-performant, real-time generative music engine. GE_Core can be used as tool to
compose and create music in various forms and styles with or without user interaction.
GE._Core consist of a dynamic set of components which the composer/programmer can
arrange and put together in various configurations. (Gestrument, 2019)
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Basic concepts

This is the component hierarchy for GE_Core :

Control Sources

Control Sources Control Inputs

Control Inputs Control Inputs

Figure 18: Overview from the GE_Core documentation

A fundamental design choice was to make Open Sound Control (OSC) the preferred
method for communicating with GE_Core, mn order to make it as versatile and easily
adoptable as possible. It was possible to access the GE_Core directly as well, but the OSC
API was the most fully developed. During 2022, the GE_Core - which was more or less
a direct port of the Gestrument technology - was gradually replaced with a new way of
achieving similar results while making it more proficient and more streamlined towards
the current use case 1 video games and interactive applications.

Unity and Unreal Engine are foundational platforms for creating interactive systems,
employing robust rule-based frameworks. Both engines feature integrated physics engines
(PhysX m Unity, Chaos Physics in Unreal) that enable dynamic simulations. These
physics engines allow for the creation of systems where object interactions are governed
by defined physical rules, a core element of rule-based system implementation (Lengyel,
2012). Furthermore, these engines provide powerful scripting capabilities, through C# in
Unity and C++ m Unreal, along with visual scripting systems like Blueprints in Unreal,
which facilitate the construction of complex logical relationships. These scripting tools are
critical for implementing state machines and behaviour trees, which are essential rule-
based systems for controlling entity behaviours within virtual environments (Gregory,
2014). This combination of physics simulation and flexible scripting empowers
developers to build highly responsive and interactive experiences where system
behaviours are directly tied to defined rule sets.

0.2 The Dreamn Project

An example of a project made possible by the Reactional Engine was the online
performance Dream, funded by the UK government through their imtiative Audiences of
the Future. This project was made possible by a large-scale collaboration which included
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several UK Unversities, and which, therefore, was thoroughly documented and
researched, and a more in-depth analysis of the role of Reactional in the project can be
found elsewhere (Nordin, 2024). Therefore, in the present article, the Dream project will
only be briefly described as an example.

Dream was described as a “live, online performance set in a virtual midsummer forest.
Theatre, music and ground-breaking technology combine in an extraordinary exploration
mnto the future of live performance” (RSC, 2021), and it was performed live by five actors
1 motion capture suits in a studio at Portsmouth University. The Reactional Engine
played a fundamental role and was used mnside an Unreal session that also included all
the visual aspects of the project. The music in the project consisted of orchestral
recordings of music by Maurice Ravel, Esa-Pekka Salonen and me. These recordings
were used together with real-ime generated music where Reactional was driven by the
movements of the actors. Sometimes this real-time generated music was synchronised
with the pre-recorded material, and sometimes 1t was the only musical material heard. In
this way, the project exemplified both situations where pre-recorded music was made
mteractive using the technology, as well as situations where the actors were in control over
the full musical result. The actors could control whether there was any music at all,
whether the music was loud or soft, slow or fast, and in which range the instruments should
play.

Fach actor had one or both hands tracked, and through that data, they controlled a
single GE_Core cursor each. The y-axis (pitch) of the cursor was mapped to the vertical
position of the hand, the x-axis (rhythm) and the z-axis (velocity) were mapped to
proximity between hand and hip or to the speed of the movement. There was also a
“pinch-to-silence” function that tracked the fingers for turning the cursor on and off. Each
cursor then controlled an mstrument or a group of nstruments within the predefined
constraints that were all based on the musical parameters of the three recorded pieces
(mainly chord progressions and rhythmical patterns). In this way, the musical experience
was controlled and coherent while still being fully in sync with the actions of the actors
(see WhatsOnStage, 2021: https://voutu.be/whgeiuQRd4k?si=00oHk70KkaPJalJQL. for
technical rehearsal footage and a discussion about the different technologies at play in the

project).

The Dream project showcased the possibility of real-ime music generated by non-
musicians, and even if this project was a streamed performance in which the audience was
not participating in creating the music, there 1s no technical hindrance to doing similar
things and inviting the audience to participate in creating their own experience.

In my article about this project (Nordin, 2024) - some of the differences are highlighted
between traditional composing of a score and the composition process in interactive
situations. For instance, one fundamental aspect 1s that the music 1s not composed as a
single definite version of the score; rather, creating the music for Dreamn entailed
composing in different ranges of musical possibilities. Another very important aspect of a
project like this 1s that the defining of mput methods and mappings becomes a
fundamental part of the compositional process, much n the same way that I have always
done when setting up my own situations for generating compositional material. The
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difference 1s that 1t 1s part of the actual performance in the Dream project and not just
part of the material-generating process.

7 Discussion

This article has documented the reciprocal process at the heart of the Reactional Music
technology, tracing its evolution across five iterations and demonstrating its impact
through concurrent compositional examples. The core findings confirm the thesis of
Artistic Research: that artistic practice acts as a rigorous nvestigative mode, one where
creative necessity actively drives technological development, and, in turn, the affordances
of the resulting software - viewed as a DMI - redefine the artisic agenda. The
development 1s thus positioned within a lineage of practice-led inquiry, such as Nilsson’s
(2011) approach to mstrument design as a field of possibilities, but 1s also framed by the
critical theory of interactive systems, which examines how instrument design and
compositional form become inextricably linked (Rowe, 1993; Jorda, 2004). This
retrospective analysis addresses the foundational challenges identified by Rowe (1993)
concerning the complexities of machine histening and interaction and aligns with Jorda’s
(2004) discussion of how a “good musical instrument” may be defined, and the balance
between specific and generic features. What emerges 1s a complex negotiation between
the highly specific needs of a composition - driving features like rhythmic complexity
i Vicinities - and the constant effort to generalise those features for a broader, more
robust platform.

From the mitial relatively simple x/y surface for generating music based on lists of note
values and pitch ranges, the work on different compositions gradually added more
complex possibilities as shown in the different examples in this article, such as the
rhythmic approaches in pieces like Vicinities or Arr, or the addition of real-time virtual
orchestras performed by the musicians in Emerging from Currents and Waves. The
balance between adding specific features that are valid only for a very specific 1dea or
composition, and features that are very generic, 1s something that any software developer
struggles with and something that 1s covered by Jorda (2004).

But 1t 1s also true that the technology has informed the compositions as well, since the
Reactional technology can be viewed as an mstrument in many of these use cases and
thereby the affordances of the specific version will always influence the output. A very
basic example of this would be how many individual MIDI channels, or instruments, it
was possible to control at any given time in the different iterations of the Reactional
technology. From the flexible Max patch where more instruments could be added at will,
to the hard-coded Imitations of the different 10S apps (eight instruments in Gestrument
and Gestrument LE, sixteen mstruments in Gestrument Pro), and then back to a flexible
setup 1n the Reactional Engine. This 1s not always clear in the pieces composed with the
different iterations, since I used different strategies to mitigate the limitations. For instance,
I improvised an instrumental section at a time when composing Vicinities (2011) and Arr
(2014), and most of the earlier pieces were for smaller ensembles. When I did not have
enough instruments i my original improvisation, I usually composed the score so that
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several instruments used the same basic material, either playing in unison or with slight
variations.

The mfluence of the technology on my artistic output 1s valid both on a smaller scale -
what 1s possible to achieve with this specific version - but also on a larger scale by driving
my artistic practice in new directions. I did not have a specific interest in non-linear music
or real-time visualisations before starting to use this technology. When 1 started to use a
motion sensor that had visual feedback, 1deas for using real-time visualisations in my music
emerged, and when the Reactional technology started to be used 1n video games I started
to think about how it would be possible to compose non-linear music 1n a way that left the
compositional control to me but still invited the listener and/or the musician to participate
in an inclusive way. Therefore, I would say that the possibilities inherent in the technology
opened those doors for me, and they are now an mtegral and expanding aspect of my
artistic practice.

Most of the imitial development process was carried out without a proper understanding
of the state of the art, as covered by, for instance, Rowe (1993), Jorda (2004) and
Magnusson (2010). Their discussions regarding DMIs in general and specifically the prior
research mnto the area between what constitutes an mstrument and what constitutes a
composition when dealing with a DMI would probably have made the development
process a different journey, both from a technical and from an artistic viewpoint. For
mstance, I had not considered the possibility of thinking about an instrument as being
partly a composition i itself when I started to work on the Reactional technology. If 1
had, I believe the first approach would have been very different. I am not sure that this
lack of insight at the time 1s to be viewed as something negative, since 1t allowed for a very
exploratory and open-minded approach to developing this technology. But I believe that
the lessons learnt from other DMIs and interactive music systems have been crucial to the
current state of the technology and its future direction. For mstance, the attempt to map
the mtersection between composition and mstrument using the model of The Musical
Interactivity Area (Nordin, 2020) 1s heavily influenced by prior research by, for instance,
Malloch, Birnbaum, Sinyor, and Wanderley (2006).

The entire work on the Reactional Music system was also done without any prior
knowledge about other generative systems that utilise high-level parameters to control
abstracted algorithmic processes, as seen in Lewis’ Voyager (2000), Wiggins’ (2004) work
on evolutionary music systems, Figenfeldt’s (2011) investigations mto generative music
structures, and Pasquier and other’s (2012) explorations in computational creativity.
These systems emphasise the use of abstracted parameters to guide the generation of
musical material, reflecting a shift from direct manipulation of sound to higher-level
compositional control. Much could have been learned by studying systems like the ones
mentioned above, but one clear result of not having had prior knowledge of them was that
I took a different approach. The development of the Reactional technology was less
focused on the generative possibilities in computer music and much more concerned with
manipulating musical frameworks - scales, rhythmic patterns, ranges, or composed
melodies - rather than employing Markov chains or randomuisers of different sorts.
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During the entire process of the development of Reactional, commercial applications
of musical generative approaches have become increasingly prevalent. Commercially
available systems like Ableton Live with Max for Live, hardware modular synthesisers,
and advanced software synthesisers with sophisticated sequencing and modulation
capabilities provide powerful tools for generative music creation. This might have
influenced the development to some extent, but not in ways that are easily traceable.

A central perspective, which has not been possible to fully address in this article, 1s the
role of gesture. The actual gestures used when performing or composing with the
technology have immense importance for the artistic output. Since the Reactional
technology must be considered an instrument, it becomes obvious that it 1s something that
one can learn, practise, and be more or less attuned to. The examples used n this article
range from an ensemble piece with shorter phrases - Surfaces scintillates - to a more
eruptive solo bassoon partin Vicinities and a slow rhythmic exploration in the case of Arr:
To some extent, one can then deduce that the affordances of the technology allow for
wide-ranging musical results (which 1s also strengthened by listening to the music posted
online by users of the 108 apps), but when looking closely at the examples in this article
it 1s also possible to find similarities. Since the movements used to generate this material
are done by me, they are shaped by my embodied musical skills and performative abilities.
An absence of larger leaps i the music 1s one very clear trait that can be traced back both
to the practical input methods of the Wacom tablet and the 1Pad, as well as to my personal
taste. Another clear similarity between the pieces 1s that they have a very organic
development, usually also quite slow. This 1s not something built into the technology as
such, but rather a result of my personal taste.

Returning to the question of gestures, Bacot and Féron (2016) summarise my own
personal approach to the use of gestures in their description of the working process of
Sculpting the Air:

The main concept of this piece 1s to use the conductor’s gestures to control different
environments: the ensemble—obviously—but also a set of small suspended bells, and
electronics, thanks to motion sensors. Imagining and developing a precise and specific
notation for gestures was not the composer’s ultimate itention. Rather, he would explore
simple gestures that would produce different types of sounds, allowing the conductor
nevertheless to keep a certain degree of freedom. (Bacot and Féron, 2016, p. 4)

This article has followed the development process of the Reactional technology with the
aim of showing how this technology has evolved from being a personal tool to becoming
a more generic platform used in projects by artists in many fields, as well as laying the
foundation for a future exploration of new artistic possibilities in the realms of network
and internet-based experiences, such as video games. It has not focused at all on how the
technological landscape has evolved during the same time, but of course, there are many
things that would not be possible without the progress i hardware and software
development that has been made during this time. When the original Max patch was
made, there were no 1Pads, and the difference i hardware specifications on 108 devices
had a huge impact on the difference between the original Gestrument app and the later
Gestrument Pro app.
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The 1dea that the musical aspects in immersive experiences will become mteractive to
a much larger extent than today seems to be relatively widespread both in the mdustry
and 1n the research community. The potential of a generative and more fully interactive
approach to music in video games has been previously discussed by Collins (2008), Sweet
(2015) and Phillips (2014), and the same reasoning can be applied to any audio
experiences of an interactive nature:

Although horizontal resequencing and vertical remixing offer a variety of ways for
composers to create interactive music for video games, these forms have limited flexibility
i terms of dynamic variability and adaptability from moment to moment during gameplay.
Horizontal resequencing and vertical remixing also rely primarily on the use of prerendered
audio files, which suffer from problems related to looping and branching (Sweet 2015,
p. 149).

This 1s one of the most difficult problems facing game composers. A perfected audio
recording 1s highly desirable, and yet when we render we also elimmate all of those small
musical components that can be so useful for the purposes of interactivity (Phillips 2014,

p. 209).

These authors discuss the difficulties involved when making interactive experiences based
on recorded music, and without having had a thought about these aspects when I started
the development - or even knowing much about video game music - the Reactional
technology has become a partial response to these 1ssues. But the original aim and history
of the technology 1s more firmly rooted in the field of contemporary music and computer-
assisted composition (CAC).

8 Concluding reflections

A concluding reflection on the development described in the article 1s that I could never
have envisioned the direction that this technology has taken or the traction it has received.
Possibly more importantly, I could never have envisioned how fundamental the
technology has become to my artistic output, and how the two strands of software
development and composition have been interlinked and connected for me during these
years.

Being so close to the technology and both its history and its potential, it 1s difficult for
me to see conclusions clearly, but I would argue that in some ways Reactional Music can
be seen as a contestant for becoming a standard for interactive and real-time generated
music within many fields, both current and future. It can be video games, online concerts,
metaverse experiences or the strand of SMI and Internet of Musical Things (IoMT) as
discussed by Turchet (2018) - where the possibility of generating or manipulating musical
events within predefined constraints, synchronised to fixed or adaptive audio and/or
visuals, seems like a probable route for the near future.

The most obvious use case here and now 1s probably video games, where previous
research has identified the drawbacks of pre-rendered audio files and the problems with
current tools for real-time generated music, as discussed, for instance, by Phillips (2014)
and Sweet (2015). As a comparison, the visual aspects of video games have moved away
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from hard-coded visuals towards rule-based systems like physics engines and shaders, and
the most logical step 1s that music 1s heading in that direction as well.

This article has sought to explore a direct link between technological development and
specific artistic goals, such as has characterised the entire development of Reactional
Music up to the present day. I believe this 1s an aspect worth further study, with the
potential to also suggest working methods in the development of other future
technologies.
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